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Figure 1. SleeveAR addresses new active projection-based strategies for providing user feedback during rehabilitation exercises. a) Initial position. b)
Mid-performance. c) Sleeve Feedback. d) Progress report.

ABSTRACT
We present an intelligent user interface that allows people to
perform rehabilitation exercises by themselves under the of-
fline supervision of a therapist. Every year, many people suffer
injuries that require rehabilitation. This entails considerable
time overheads since it requires people to perform specified
exercises under the direct supervision of a therapist. There-
fore it is desirable that patients continue performing exercises
outside the clinic (for instance at home, thus without direct
supervision), to complement in-clinic physical therapy. How-
ever, to perform rehabilitation tasks accurately, patients need
appropriate feedback, as otherwise provided by a physical ther-
apist, to ensure that these unsupervised exercises are correctly
executed. Different approaches address this problem, provid-
ing feedback mechanisms to aid rehabilitation. Unfortunately,
test subjects frequently report having trouble to completely
understand the feedback thus provided, which makes it hard to
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correctly execute the prescribed movements. Worse, injuries
may occur due to incorrect performance of the prescribed ex-
ercises, which severely hinders recovery. SleeveAR is a novel
approach to provide real-time, active feedback, using multiple
projection surfaces to provide effective visualizations. Em-
pirical evaluation shows the effectiveness of our approach as
compared to traditional video-based feedback. Our experimen-
tal results show that our intelligent UI can successfully guide
subjects through an exercise prescribed (and demonstrated)
by a physical therapist, with performance improvements be-
tween consecutive executions, a desirable goal to successful
rehabilitation.

ACM Classification Keywords
H.5.2 Information Interfaces And Presentation: User Inter-
faces

Author Keywords
Rehabilitation; Augmented Reality; Projection-based Systems

INTRODUCTION
While supervised physical therapy is of utmost importance for
the rehabilitation process, individual patient effort also plays a
very significant role in their recovery. If we are to support a
home rehabilitation process without the presence of a therapist,
we must provide feedback to guide patients and correct them
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throughout their tasks. Hence, patients must be willing to learn
about their condition and perform the prescribed therapeutic
exercises without professional supervision. However, it is
very hard to correctly perform prescribed movements without
help. In the absence of proper guidance, patients may end up
injuring themselves. Feedback that normally is given by a pro-
fessional, by visual forms (the therapist demonstrating what to
do), auditory (the therapist giving directions) or physical (the
therapist applying physical force). In the absence of a thera-
pist, it would be necessary to provide similar feedback from
other sources, to support performing tasks towards desired
targets.

To this end, Augmented Reality (AR) is a possible means to
provide alternate feedback sources and shows a significant
potential in the rehabilitation field. Additionally, tools are
already available to help in developing augmented reality ap-
plications that interact with the patient’s body [7]. When
combined with carefully designed and customized feedback
mechanisms AR can be of high value to the rehabilitation
process [15]. The key idea is to provide more information to
patients so that they can easily and safely execute prescribed
tasks. This feedback is usually given by a therapist while
undergoing physical therapy. In unsupervised settings, a dif-
ferent approach must be followed making sure the therapy
goals are achieved and the patient correctly performs the as-
signed exercises. A possible approach is to take advantage
of different senses by using augmented reality stimuli to help
patients monitor execution of exercises. Indeed, studies have
already shown that augmented reality feedback enhances the
motor learning of individuals [15].

In this work, we describe SleeveAR, a novel approach that
enhances patient awareness to guide them during rehabilitation
exercises. SleeveAR aims at providing the means for patients
to precisely replicate these exercises, especially prescribed for
them by a knowledgeable health professional. Since the reha-
bilitation process relies on repetition of exercises during the
physiotherapy sessions, our approach contributes to the correct
performance of the therapeutic exercises while offering reports
on the patient’s progress. Furthermore, without rendering the
role of the therapist obsolete, our approach builds on the notion
that with proper guidance, patients can autonomously execute
rehabilitation exercises. In what follows we review related
work, detail the SleeveAR approach and discuss its design,
informed by health professionals’ feedback. We also discuss
technical aspects of the implementation and present the results
of its evaluation.

RELATED WORK
Our work builds on related research involving computer-
assisted rehabilitation approaches and AR feedback using
projection techniques. In this section we also discuss video
and AR mirror approaches common in movement guidance
systems.

Rehabilitation Systems
Nowadays, there are many different rehabilitation systems to
help improve the recovery of patients. Many of them have
different therapeutic goals and focus on specific injuries, e.g.,

stroke [4, 8], or limb rehabilitation [13, 6, 9]. Using these sys-
tems can greatly influence a patient’s rehabilitation outside the
clinic. Not only do they allow for a certain quality in perform-
ing prescribed exercises, they also enable patients to exercise
in the comfortable environment of their homes. This makes
it easier to stimulate and motivate them throughout the whole
process [4]. Patients’ effective rehabilitation is supported on
three main concepts: repetition, feedback and motivation [14].
Hence, developing a rehabilitation system should be informed
by these three principles and how to approach them. The repet-
itive nature of rehabilitation exercises can quickly become
boring for a patient [12, 6, 5]. Therefore, there is a need to
turn these exercises into something less tedious. When dealing
with repetitive exercises, the main goal should be divided into
several sub-goals. This way patients can achieve incremental
success through each repetition. Furthermore, as compared to
techniques where success is only achieved after completing the
whole task [14], patients also report an increased motivation to
improve performance. Nicolau et al. [11] used optical tracking
to accurately track patient movements during rehabilitation for
therapist control. Gama et al. [7] developed a rehabilitation
system in which the user’s position was tracked using a Mi-
crosoft Kinect. In this system, users could see themselves on
the screen with overlaying targets that represented the target
position. When an incorrect posture was detected (for instance,
shoulders not aligned or arm not fully stretched), users were
notified in real-time through visual messages. White arrows on
the screen were used as visual cues to guide patients’ limbs to
the target. For each repetition, points were added to a score, de-
pending on how well users performed. Klein et al.[9] focused
on rehabilitating stroke victims which normally end up with
one of the arms extremely debilitated. Their research focused
on motivating patients to move an injured arm. Even with a
small range of motion, it is important for the patient to move
it to improve the recovery. The patient would see a virtual
arm overlaying the injured arm, which would simulate a nor-
mal arm movement. The virtual arm position was calculated
based on a few control points around the patients’ shoulder
and face. The results showed an enhancement of the shoulder
range of motion for all test subjects. Also targeting stroke
victims, Sadihov et al. [13] proposed a system to aid rehabili-
tation exercises via an immersive virtual environment. Tang
et al. [17, 18] developed Physio@Home, a guidance system
to help patients execute movements by following guidelines.
The patient would see her/himself on a mirror. On top of the
reflection, visual cues indicated the direction to which the arm
should move. The exercises were pre-recorded by another
person and then replicated by the patient.

Augmented Reality Mirrors
Mirrors allow a person to have visual feedback of his/her body.
They enhance the spatial awareness which is useful to learning
motor activities. AR mirrors do not necessarily require actual
physical mirrors to be implemented. However, Anderson et
al. [2] introduce such an approach using an actual mirror with
a partially reflective layer facing the user and a diffuse layer
in the back. The reflective layer provides a natural reflection
while a light-projector overlays images onto the diffuse layer.
The result was a mixture of the user’s reflection with virtual
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images. Virtual mirrors can be considered an easier alternative
to implement, by allowing any screen to turn into a mirror by
means of a color camera. Thus we can generate virtual images
on top of the reflection (for instance, for guiding purposes).
Already several applications make use of augmented mirrors
to guide users, be it for rehabilitation [17, 19, 9] or to support
interactions outside rehabilitation [1, 3].

Projection-based Augmented Reality
Using light-projectors for AR has enabled the creation of very
interesting applications. Through techniques of projection
mapping, it became possible to turn any irregular surface into
a projection screen. We can observe this technique applied
to different objects. It is regularly used for live shows using
buildings as the screen. One example is the promotion of the
movie "The Tourist" where projection mapping was applied
to an entire building. But it can also be applied to the human
body to obtain interesting effects. Using projection mapping
we can alter the perception of an object and create optical
illusions. This kind of technique can bring great benefits
to applications that require guiding feedback by being able
to focus projection on a body part for example, just as it is
necessary in rehabilitation systems. But for it to be useful,
projection mapping should be interactive and applied in run-
time instead of being pre-recorded like the examples above.

LightGuide [16], explored projection mapping in a innovative
way. The projection was made onto users, using their body as a
projection screen. Indeed, real-time visual cues were projected
onto the user’s hand in order to guide them through the desired
movement. By projecting this information in the body part
being moved, the user could keep a high level of concentration
without being distracted by external factors. Different types
of visual cues were developed, having in mind movements
that demanded degrees of freedom over three dimensions. For
each dimension a different design was planned so that the user
could understand clearly in what direction should the hand
move. To apply real-time projection mapping onto a moving
body part, its position must be known at all time to make sure
the light projector is illuminating the correct position. For this,
motion tracking devices are used which enable to record the
movement of, in this case, a person.

Information Feedback
Our senses are constantly at work to provide us information
about our surroundings. We can think about our senses as
input devices, each designed for a specific type of information.
When patients are engaged on physical therapy, the therapist is
constantly interacting with them. This is important in order for
patients to steadily improve their performance through reha-
bilitation. Not only does the therapist tell them what to do but
also demonstrates them movement and whenever necessary,
physically corrects them. What we observe here is providing
three different types of feedback to patients - audio, visual and
haptic, each being interpreted by hearing, sight and touch re-
spectively. For an automated rehabilitation system to succeed,
these interactions must be simulated by other sources of feed-
back, in a way that the patient understands what he or she must
do in the absence of the therapist. Notably, visual feedback

information is often used in rehabilitation systems to commu-
nicate with users [8]. As one example of visual feedback from
an AR perspective, we have the overlaying of information on
an interactive mirror for the user to analyze his performance
in real-time [2, 17, 19, 9, 1, 3]. Since there are multiple ways
to give feedback, we can see examples where more than one
are used at the same time. Combining forms of feedback can
convey a better understanding of the tasks by minimizing the
amount of information given visually and rely on other senses.
However, if not designed with caution, a system can end up
overloading the user with too much simultaneous information.

Feedback Applications
Sigrist et al. [15] suggest that different feedback types can
complement each other to enhance the user comprehension.
Alhamid et al. [1] introduced an interface between a user
and biofeedback sensors (sensors that are able to measure
physiological functions). Even though this is not aimed at re-
habilitation, their approach to user interaction can be analyzed
in this vein. Through this interface, users were able to access
data about their bodies and health thanks to measurements con-
veyed by the biofeedback sensors. This system was prepared
to interact with the user using multiple response interfaces,
each tailored to a specific purpose. The visual interface relied
on a projector that showed important messages and results
from the biofeedback measurements. On the other hand, the
audio interface played different kinds of music depending on
the user’s current state. For example, if high levels of stress
were detected, relaxing music would be played to help the user
relax.

One of the most common approaches to visual feedback is
the augmented mirror approach already discussed. Its chief
advantage is that even without overlaying virtual images, it
provides users with a spatial awareness of their bodies. But we
could observe other examples of augmented feedback being
applied to the mirror, since a simple reflection is not enough
to provide guidance. Tang et al. [17] explored two different
designs for visual guidance on a mirror aimed at upper-limbs
movement. Their first iteration consisted of virtual arrows
that pointed at the targeted position for the user’s hand. The
second provided a trace of tubes placed along a path which
represented the complete movement to be performed by the
user’s arm. However each instanced exhibited some difficulty
in depth perception. This kind of visual cues has proven not to
be suitable for exercises where users had to move their arms
towards or away from the camera.

Anderson et al. [2] tried to provide a more detailed visual
feedback by using a full virtual skeleton placed over the user
reflection. In this case the goal was to mimic the skeleton’s
pose and hold it for a specific time. To diminish the lack of
depth perception, a second tracker was placed on the user’s
side. Every time the system detected a large error on the z-axis,
a window would appear with a side-view of both the virtual
and user’s skeleton. Unlike the previous approach, Light-
Guide [16] does not rely on interactive mirrors or screens to
apply its visual feedback. By using a depth-sensor camera and
a light projector, they were able to project information on the
user’s hand. This approach was able to guide the hand through
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a defined movement by projecting visual cues. All the infor-
mation projected on the hand was being updated in real-time
influenced by the current position given by the tracking device.
The visual cues varied according to the desired direction of
the movement. If the current movement only required back
and forward motion, only one dimension was used. Therefore,
the visual cue would only inform the user where to move his
hand in the z axis through a little arrow pointing to the correct
position. Two dimensional movements would combine the
first visual cue by virtually painting the remaining of the hand
with a color pattern. The portion of the hand closer to the de-
sired position, would be painted with a different color than the
remaining portion. They concluded that by using LightGuide,
most of the users could better execute a certain movement than
if they were following video instructions.

Our approach follows the work of Sodhi et al. [16] (Light-
Guide) and Tang et al. [17] (Physio@Home), both of them
address movement guidance. But both lack performance re-
view tools, a feature much needed during the rehabilitation
process. They also assume that users always execute almost
perfect movements, since the error feedback relies only in
pointing to the direction of the pre-recorded exercise. Further-
more, the Physio@Home mirror metaphor provides for poor
depth perception. We shall see how our interface provides for
more intelligent behavior through incremental performance
review and more accurate feedback.

INTERACTION DESIGN
SleeveAR deals with the specific scenario of the physical
recovery of an injured arm. Our approach steps away from
the mirror metaphor by augmenting, with virtual guidance
information, several surfaces available to the patient, full arm
and floor.

For the purpose of this research, we address basic physiother-
apy exercises for upper arm and forearm, also depicted in
Figure 2:

Abduction-Adduction. Horizontal movements of the arm
away from or towards the center of the body.

Elevation-Depression. All arm movements above or below a
vertical plane.

Flexion-Extension. Variations of the angle between the upper
arm and the forearm.

Since it is required for patients to precisely perform the pre-
scribed exercises, our approach takes extends physiotherapy
sessions with exercises at home completed without direct pro-
fessional supervision. However, to minimise the risk of further

Figure 2. Physiotherapy exercises.

Figure 3. SleeveAR: augmented reality projections on an arm sleeve
and onto the floor surface provides both movement guidance and perfor-
mance feedback.

injuries and promote progress towards recovery, SleeveAR
blends movement guidance with incremental performance re-
ports to provide an overall awareness of the recovery process.

Unlike LightGuide [16], our approach takes advantage of the
full arm’s surface and the floor. By increasing the projection
area throughout the whole arm and user’s surrounding environ-
ment areas, we can successfully improve an user’s awareness
while a movement is being executed, as depicted in Figure 3.

In addition, the movement to be performed, is recorded by a
real health professional, so that the patient can achieve a much
more realistic and useful rehabilitation process. Therefore,
SleeveAR main objective is to preserve the degree of similarity
between the performed exercise and the one prescribed by the
therapist.

SleeveAR Workflow
Our approach consists of two main concepts. First, the precise
recording of the exercise being demonstrated by a personal
therapist. And secondly, the ability to properly guide another
person, the rehabilitation subject, during the execution of the
pre-recorded exercise. Not only does this provide a vast range
of possible exercises, but also it leverages on the therapist’s
know-how to assign adequate exercises based on a patient’s
condition and needs. At the same time, our method provides
awareness of the rehabilitation progress to ensure the correct-
ness of the patient’s movements. In this way, a therapist can
demonstrate the prescribed exercises and make sure the patient
performs those correctly without requiring close supervision.

Therefore, the SleeveAR process can be divided into three
main stages, as depicted in Figure 4. First, the Recording Stage,
involves the demonstration of the exercise being recorded by
the therapist. Next, the Movement Guidance Stage, focuses
on guiding the patient to recreate the prescribed exercise as

Figure 4. SleeveAR Interaction Workflow
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previously recorded. Finally, the Performance Review Stage
provides the patient with an overview of their performance, by
comparing with the original prescribed exercise.

Recording
The prescribed exercises were specifically designed for the cur-
rent patient’s health condition. With this in mind, we wanted
to maintain this relation between a therapist and a patient, by
giving therapists the power to demonstrate the prescribed ex-
ercises to the patient. Based on this demonstration, SleeveAR
captures the therapist movements and stores them for a later
usage. By giving the therapist the responsibility of demonstrat-
ing the exercise, we do not need to worry about the physical
limitations of the patient that will use our system to recreate it.
We are assuming the recorded exercise is already customized
for the patient in question. Given these assumptions, Slee-
veAR is able to guide a patient through those exercises as best
as it can.

Movement Guidance
Our approach divides the task of guiding a patient through an
exercise into two stages, reaching the first initial position of
the exercise (see Figure 1A) and exercise performance (Fig-
ure 1B). These two stages constitute a simple and clear process
for organizing the desired activities to be performed by the
patient. To successfully recreate an exercise, the user must
first reach the exercise initial position, i.e., the first arm posi-
tion from the recorded demonstration. To accomplish this first
task, a patient must follow SleeveAR’s feedback to achieve
the correct arm position. After the initial position has been
reached, as determined by SleeveAR, the system starts guiding
the user through the recorded movement. However, it would
be a very difficult task for a patient to exactly recreate the origi-
nal demonstration of the exercise. To this end, SleeveAR relies
on thresholds to allow some leeway in performing recorded
motions. In doing so, if it were required of a patient to achieve,
for example, a 90 degree arm flexion, they would not need to
actually attain the exact angle. Indeed it is enough for them
to achieve a flexion within the specified tolerance, which is
consistent with the incremental improvement characteristic
of therapy. Furthermore, SleeveAR takes into account that
no two people are equal. Thus the system does not rely on
absolute coordinates to guide user movements. Indeed, by
normalizing the joint angles and relying on relative positions,
our approach is able to accommodate people with different
sized limbs, eg a 1,60m tall therapist can guide a 1,80m patient
through recorded movements (or vice-versa). During the guid-
ance task, the two different time sequences (the user’s and the
therapist’s) are compared using the Dynamic Time Warping
algorithm (DTW) [10], which is appropriate to map the degree
of similarity between two temporal sequences that can vary
both in timing and speed. Consequently, this approach over-
comes the challenge of spotting movement deviations and then
provide the correct feedback by dynamically discerning the
differences between the two time series. Finally at the end of
each exercise, SleeveAR provides an overview of the patient’s
performance superimposed on the original. This helps a pa-
tient in understanding what they might have done wrong and
which parts of the exercise can be improved. To successfully
guide a patient through their exercises while informing on

their performance, we need to plan how SleeveAR interacts
with its users. In the next section we describe our techniques
to provide real-time and interactive feedback to the user.

Performance Review
Whenever an exercise is completed, SleeveAR provides users
with a review of their performance, as shown in Figure 1D. By
reviewing their exercise, a patient is able to understand how
close they were to the original exercise.

Patients are informed about their performance by two different
means. First, and most important, the recorded trajectory is
drawn on the floor, followed by the user’s most recently exe-
cuted attempt. These trajectories help visualize what portions
of the exercise need to be improved. Second, an overall score
is calculated using the DTW algorithm and then translated to
a user-friendly percentage value. With this intelligent “gami-
fication" feature, users feel motivated to improve their score
and, consequently, improve their performed exercises.

Figure 5. Example top
view of the projected per-
formance report.

In Figure 5, we depict the feed-
back provided after the user’s
movement is completed. The or-
ange and green line represent the
original trajectory and the user’s
attempt respectively. These are
drawn on the floor. The score is
depicted using a horizontal bar,
which shows the degree of sim-
ilarity between the performed
and the recorded movements.

Real-time Feedback
Our approach provides visual feedback projected both on the
user’s arm and onto the floor area inside their field-of-view. It
also provides audio notifications to inform the user about the
end of their movement and important transitions. The moti-
vation behind our technique is to provide users with detailed
movement guidance information on the floor, while taking
advantage of their peripheral vision and hearing for important
notifications regarding body stance errors and cues to start/stop
the exercise.

Visual Feedback
Providing useful and minimalist design was our goal when
designing our visual feedback. There were some key points
we wanted to address when designing it. First, the visual
information had to provide the user with a representation of
their current position, while also showing the �target position.
Through these representations, users must grasp easily what
they need to do in order to achieve the same target position.
To provide suitable feedback regarding the full arm we first
applied different methods for each arm region.

Forearm. Before creating the forearm visual feedback it is
important to understand what type of movement could be exe-
cuted with this arm region. The forearm is connected to the
upper arm by the elbow joint and its range of motion could be
summarized in extension and flexing of the arm. When extend-
ing or flexing the arm, people change the elbow angle, given
by the angle between the upper and forearm. To represent the
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Figure 6. SleeveAR projected visual feedback. a) Forearm flexion feedback. b) Full arm positioning feedback c) Combined Full arm positioning and
forearm flexion feedback.

current state, we use a black bar, as depicted in Figure 6A.
Whenever the user moves their forearm, this bar moves ac-
cordingly. On the other hand, the desired forearm state is
represented by the green bar. For the user to achieve this state,
they must move their fore arm in order for the black bar to
reach the green bar. To improve user awareness we added two
additional features. Depending on the distance between the
two bars, the circle color would continuously change from red
(too far) to green (close enough). Also, whenever the black bar
gets too far from its desired position, rotating arrows appear
to warn the user that their arm is not correctly positioned.

Upper Arm. As for the upper arm, the type of movement
allowed can be represented by the user’s pointing direction,
which is defined by the vector connecting the shoulder and
the elbow joints. Once again, it is necessary to present both
the current and the desired state, as shown in Figure 6B . To
represent the upper arm current direction, we chose a dotted
circumference. By moving the upper arm vertically or horizon-
tally, the dotted circumference should move, away or towards
the user respectively, on the floor plane.

Full Arm. Each of the two approaches above are designed to
guide each arm region independently. In order to guide the
user to a full arm position, we combine both, as depicted in
Figure 6C. By replacing the grey circle, used to guide the upper
arm, with the elbow angle circle from the forearm design, we
are able to combine both simultaneously. All these techniques
are used to guide the user to a specific static pose.

Additionally to the floor-projected feedback, SleeveAR
projects information on the user’s arm. This gives feedback
to the user by representing the correctness of the current state
of their arm by colors (red==incorrect / green== correct), as
shown in Figure 6.

Augmented Floor. During an arm movement, we can not
assume that both the upper and forearm remain in a static
relation. There are situations were the arm remains fully ex-
tended throughout the movement or where the forearm relative
position varies during the movement. In this case there is an
elbow angle variation which means the forearm desired state
is continuously changing. To this end, the feedback must then
change during the movement. As for the upper arm, to help
the user know where they must move it, a path is drawn show-
ing the direction to where that section must go. The forearm
changes the circle proper, while the upper arm controls the
dotted circumference that must coincide with the circle. To

that effect, if we move the circle throughout the movement
path, we are able to continuously inform the user about the de-
sired direction while also updating what specific elbow angle
they should observe. Figure 7 illustrates an example where
the user is already midway through the exercise.

Audio Feedback
Audio feedback plays an important role in timing and user
notification contexts. We recognize the importance of audio
to notify users about specific events. In the Recording phase,
SleeveAR provides an audible notification when it actually
starts recording. In this case, a countdown audio clip is used
to prepare the therapist to position themselves at the initial po-
sition, before the actual recording starts. Another notification
sound is played when the recording stops. As for the Move-
ment Guidance phase, SleeveAR notifies the user whenever
an exercise attempt starts. From here on, the main feedback is
provided in visual form.

IMPLEMENTATION
We built a prototype in order to assess our assumptions that re-
altime feedback using projection-based augmented reality can
yield better results than mirror-like video approaches in a real-
istic physical therapy scenario. The developed environment is
comprised of input devices to track peoples’ arm movements,
while providing visual and audio cues to perform complex
rehabilitation exercises, including progress report. We chose
the Optitrack tracking system to implement our approach.
This system relies on body markers to capture movement, but
provides better accuracy than depth cameras (future higher-
resolution, less noisy depth cameras may render these a viable
option for use in domestic settings).

Figure 7. Movement guidance feedback
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Figure 8. The Sleeve

The Sleeve
We designed a custom sleeve, as shown in Figure 8, made of
wool. We employed a white colored cloth to better render light
projections. To solve positioning problems, we maintain the
sleeve in place using a “belt" strapped around the user’s torso
which greatly increased its stability. Each of the rigid bodies
were still attached to a bracelet and the bracelets were stitched
to the sleeve. This significantly improves the rigid bodies
relative position stability, while also enabling us to tighten
them more or less depending on the user’s arm thickness.
Another advantage of using our custom sleeve is providing
a better surface to project information, due to it being white.
This enable us to have a smoother and more neutral surface
to project color for example. For our work, we required three
different rigid bodies. Each is to be attached to a different arm
location, in this case, shoulder, elbow and wrist. Having an
easy way to attach and hard-to-displace method of holding
our rigid bodies was vital for our work. Rigid bodies moving
out of place during a movement could result in unwanted and
unexpected results. Therefore, we created a better attachment
method, by using a custom designed sleeve.

Given the real-time tracking information, the SleeveAR pro-
totype then generates user feedback according to the specific
exercise the user is attempting to execute. Such feedback is
provided by controlling speakers to deliver audio notifications
and, most importantly, by making usage of a light projector to
project information both on the user’s arm and floor.

Setup
Aiming for an environment favourable for the performance of
rehabilitation exercises, we build our main setup in laboratory
space providing the optimal area for tracking and to render
projections. The SleeveAR setup is depicted in Figure 9. Mul-
tiple infrared motion cameras were installed in the ceiling
for position input. Also in the ceiling, we use a commodity
short-throw projector, facing downwards, to cover the max-
imum area surrounding the interaction space. Additionally,
two audio speakers were installed as depicted in Figure 9. Our
prototype handles essentially two main components:

Tracker Server. The tracker module provides position data
from the user’s arm captured from ten infrared motion cameras.
Also, the tracker server transmits a UPD data stream of data
over a local network.

Figure 9. SleeveAR prototype’s architecture and room apparatus.

SleeveAR Module. This module deals with the position input
data from the tracker server, while processing it to determine
the correct response, visual or audio feedback. In addition,
the SeeveAR module utilizes the positional vector between
the projector and the sleeve’s position to determine where to
project the arm’s feedback techniques. Since, by calculating
where the arm’s shadow is cast, our prototype is able so super-
impose projections on top of the sleeve surface.

EVALUATION
To evaluate SleeveAR, we intended to observe how well sub-
jects can recreate simple arm movements just by following
the feedback at their disposal. Five different exercises were
defined based on such movements. Each exercise was si-
multaneously captured using both video and the SleeveAR’s
Learning component (thus the same movement is recorded
both in video and in our system).

This section presents a detailed description of the user tests.
We address the experimental methodology employed to test
our prototype with test subjects, the category of performed
tests, what metrics we used, and features of the collected sen-
sor information. We then present the experimental results
together with a critical analysis and discussion in order to
achieve a better understanding about our prototype functional-
ity and performance. Finally, as a qualitative assessment, we
report the most relevant comments produced by a professional
physical therapist after using our system.

Methodology
The test was divided into three stages: 1) Introduction 2)
Execution and 3) Questionnaire. The average time spent on
the test was approximately 30 minutes, of which two minutes
were spent on the Introduction, fifteen on the Test Execution
and the last three on the Questionnaire.
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Exercises

1

2

3

4

5

Table 1. Arm movements and sequences during the exercises.

At the start of each session, participants received a brief ex-
planation concerning the main goal of our prototype and were
given instructions by a team member on the experiment proper.
After this brief explanation, each participant performed the
test. Each test session consisted of two different stages, the
guidance with video and with the SleeveAR. These were shuf-
fled at random in order to avoid experimental bias. In order
to gather data for further analysis, we logged all the neces-
sary information about the participant’s movements for each
exercise.

Finally, we asked participants to fill a brief questionnaire. This
included questions concerning the performed tasks both with
video and SleeveAR, while also providing some information
about the user’s profile.

The questionnaire was comprised of a list of statements scored
on a 6-point Likert Scale where 1 means that users did not
agree at all with a statement and 6 meant they fully agreed
with it, as summarized in Tables 2 and 3.

Participants
Our subject group included 18 people, of which 14 were male
and 4 were female, one of them being a physical therapist.
Participants were on average 26 years old. All participants
reported no physical impairment at the time of taking the tests.

Test Execution
On the task execution stage, each of the participants was asked
to replicate five different rehabilitation exercises in two dis-
tinct sub-stages: Video, where the participant watches a video
intended exercise at least two times and then, while following
the video playing, the participant executes the same movement
based on the video observation; and SleeveAR, the exactly
same previously recorded exercises, now with real-time feed-
back. To avoid biasing the experiment, half of the participants
started with Video while other half used SleeveAR first. Each
exercise consisted of different movement combinations as de-
scribed on Table 1.

When preparing the experiments, each exercise was simultane-
ously recorded with a video camera and with motion tracking
devices. Under these circumstances, we made sure that the
video recorded content and the data recorded by SleeveAR
were the same.

In the SleeveAR phase, users would first be presented with
a small tutorial which introduced each feedback component
(forearm and upper arm) individually and then in combina-
tion. After the tutorial, both the SleeveAR and Video phases

It was easy to... Video SleeveAR
...perform the first exercise? 6 (0) 6 (0.75)
...perform the second exercise? 6 (0.75) 5.5 (1)
...perform the third exercise? 5.5 (1) 5 (2)
...perform the fourth exercise? 5.5 (1) 5 (2)
...perform the fifth exercise? 5 (1.75) 4 (1)
...follow the guidance information? 5 (1) 5 (0.75)
...see if the arm was in the right position? 5 (1.75) 5.5 (1)
...see if the arm was in the wrong position? * 6 (1.75) 6 (0.75)
...see when the exercise ended? 6 (1) 5 (1)

Table 2. User preferences: Median (Interquartile Range) for both OST
and VST approaches. * indicates statistical significance. The values in-
clude Median and Inter-Quartile Range (IQR) in parentheses.

followed the same script. Each subject was allowed three at-
tempts for each exercise, the first two served for practice and
the last for measurement.

Results and Discussion
The data gathered consists of user preferences and task perfor-
mance. The main objective was to address the correctness of
the executed exercises. Experiments with test subjects were
performed for a baseline scenario, consisting of exercise execu-
tion through video observation and a patient assisted scenario
consisting of real-time feedback supported by the proposed
prototype. Furthermore, this evaluation provides a formal
study of our feedback techniques. Therefore, the analysis of
the results is divided into a User Preferences Overview and
Task Performance Overview.

User Preferences Overview
Since the values obtained from the tasks are two related-
samples and come from the same population in a 6-value
Likert-scale, we applied the Wilcoxon Signed Ranks test. This
test was used to highlight statistically significant differences
between the SleeveAR and video observation conditions.

Results from the questionnaire, as shown in Table 2, suggest
that there is only one statistically relevant difference between
the two tested approaches. Evidencing that, regarding user
preferences, test subjects were convinced that they were ca-
pable of successfully executing all five exercises under either
condition. We identified a significant statistical difference in
the question - It was easy to see if the arm was in the wrong
position - where users preferred SleeveAR to video obser-
vation (p-value = 0.011). This suggests that users found it
easier to detect wrong movements using SleeveAR due to be-
ing constantly informed about their movement and corrected
in real-time. Additionally, we observed that users seemed
more interested in using SleeveAR because of its novelty and
interactive feedback. Furthermore, due to the gamification
provided during the performance review, the majority of users

It was easy to understand the... Median (IQR)
...forearm feedback? 6 (0.75)
...upper arm feedback? 5.5 (1)
...full arm feedback? 5 (2)
...movement guidance feedback? 6 (1)
...arm color projection? 5 (1.5)

Table 3. Results from Widget Questionnaire
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Figure 10. Average results of the Dynamic Time Warping algorithm of
each exercise for both approaches (Lower values are better).

were challenging themselves to improve their score on each
attempt.

Regarding visual feedback, as listed in Table 3, no statistical
differences between the two approaches were observed. As for
the floor feedback, some participants complained about their
arms occluding visual feedback when looking down at the pro-
jections. This can be solved by positioning the floor feedback
further away from the user, whenever this condition is detected.
Regarding feedback on both arm and floor, some participants
stated some difficulty following them simultaneously, even
though these were placed in the same field of view.

Task Performance Overview
The user task performance was measured by the degree of
similarity between the participants’ arm paths and the original
path demonstrated by the therapist. To this end we adopted
again the Dynamic Time Warping algorithm (DTW) [10].

With the application of DTW in mind, the recorded move-
ments can be represented as a temporal sequence of positions.
One can then compare the performance values for both the
proposed solution and the baseline scenario.

Due to an arm movement being divided by the upper and fore-
arm sections, the DTW was applied to each individually, thus
providing us with a more detailed set of values. This separa-
tion enables to observe if there were significant performance
differences between each arm region.

The final DTW values of each exercise are the result of adding
both arm regions’ values. It is important to highlight that
with the following results, DTW values closer to zero directly
represent movements more similar to those of the original
demonstration. These results show evidence that SleeveAR
provided a higher similarity compared to the original exercise.

For the first exercise, one can observe in Figure 10 the test
results (computed from all participants), both using the Slee-
veAR and just by observing the respective video. In terms of
statistic values, participants achieved with SleeveAR an av-
erage DTW value of 0.114 and a Standard Deviation of 0.09,
versus 0.439 and 0.165, respectively, for video observation.
These results clearly suggest that SleeveAR improved partic-

Figure 11. DTW value variation with each repetition using SleeveAR.

ipant’s performance in the first exercise, i.e., they were able
to re-create the original exercise better then by video observa-
tion. Based on evidence from the experimental results, similar
conclusions can be drawn for the remaining four exercises.

We applied a paired T-Student Test to data collected from
each exercise on both conditions to assess the performance
of our proposed solution on the user’s last attempt, under a
null hypothesis which stated that SleeveAR and Video obser-
vation average DTW were similar. Indeed, for all exercises
the computed p-values are lower than 0.05 (0.00002, 0.00001,
0.039, 0.001 and 0.04 for the first five exercises respectively),
which invalidates the null hypothesis and showing that, DTW
is lower on average for SleeveAR than the video observation.

Focusing on SleeveAR results, Figure 11 presents the average
DTW for each of the three trials executed by participants for
each exercise. These results clearly show an improvement
on a patient’s performance in just a small number of repe-
titions. Not only the average DTW values become smaller,
i.e. closer to the original, with successive repetitions, but also
the standard deviation appears to diminish. Seemingly, with
each repetition, participants are able to see where they per-
formed worse in the previous attempt. These improvements
on successive repetitions are statistically meaningful. Indeed,
a T-student Test on the slope of the regression line, shown in
Figure 11, invalidates the null hypothesis of a zero slope (i.e.,
performance would not increase with repetitions), with a two
tailed p-value of 0.0367, lower than the significance level of
0.05.

Interview with a Physical Therapist
In addition, a professional physical therapist also tested the
SleeveAR prototype, conducting the same evaluation exer-
cises performed by the test subjects. We gathered this expert
feedback in an interview as a qualitative evaluation of our
technique. To recap, our main objective was to improve the
guidance of subjects through pre-recorded exercises in order
for them to be as close as possible to the original exercise.
With this goal in mind, we wanted to investigate in which
scenarios this tool might be useful in a regular physical ther-
apy work environment. We also wanted to understand what
could be missing in order to improve SleeveAR and make it a
complete tool more useful in rehabilitation.

The most significant feedback is now presented, stressing both
the positive and negative aspects of the proposed solution.
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Missing feedback from one of the three axes. For SleeveAR
feedback to be fully complete, it would need to take into
account the missing axis of movement when providing real-
time feedback. Since this prototype focused on guiding the
arm through relatively simple movements, we did not detect
this problem. But, subsequently, in the evaluation tests, we
realized that it might have helped to take this into account. In
the absence of checking the upper arm’s rotation, SleeveAR
considers some different arm poses to be the same.

Arm obstructs visibility. Occasionally, the right arm might
obstruct the user’s vision, making it difficult to observe the
feedback being projected onto the floor. This issue could be
solved by projecting the visual feedback further away from
the subject, when such a situation is detected.

Increase number of tracking points in shoulder area. In
physical therapy, various arm movements also focus on the
shoulder area. So, it would be necessary for our sleeve to
include more tracking points around the shoulder instead of
only having a tracking point for the shoulder, elbow and wrist.

Potentially useful tool for patient reports. Some physical
therapists follow a group of standard arm movements to ini-
tially evaluate a patient’s condition. They could receive full
reports with necessary data that otherwise they would have
to measure physically. It could be possible to extend Slee-
veAR to return additional information about a patient’s range
of movement after executing a group of exercises. This would
allow for an immediate access to information and possibly, a
more precise assessment of their condition. In addition, with
the possibility of recording movements and later replaying
them, SleeveAR could offer a great mechanism for demon-
strating to the patient, in a visual form, how much they had
improved over the course of their rehabilitation, by displaying
recordings of their movements.

A great tool to help a physical therapist when multi-
tasking. While working in a physical therapy gymnasium,
therapists often have to look after several patients at the same
time. SleeveAR could help the therapist by reducing the num-
ber of instances they have to correct a patient and therefore,
allowing them focus other patients that might need more help.

Provides a great motivation with the feedback received.
The Knowledge of Performance and Results demonstrated in
SleeveAR is very satisfactory and could really help in motivat-
ing patient while showing their evolution.Being able to show
the patients performance by drawing their trajectories over
the original exercises helps understanding which parts need
improvement. Also, the real-time feedback does a great job at
instantaneously showing the patient what to correct on their
exercises.

CONCLUSION AND FUTURE WORK
Augmented Reality with visual feedback for rehabilitation is
expected to provide a patient with improved sources of infor-
mation and guidance when executing exercises outside of the
controlled environment of the clinic. This is a much desirable
scenario than the alternative of exercising with no feedback
(and hence there is no possibility to correct a wrong execution).
While the state of the art presents several solutions to provide

guidance during movement execution, there is still room for
improvement, and much research is needed to determine the
best combination of different feedback sources. Projecting
light on members to guide an individual through a movement
showed promising results, but it is still difficult for patients to
replicate exactly the prescribed rehabilitation exercise using
this information alone.

We have described SleeveAR an intelligent user interface,
which combines AR feedback and movement guidance to help
rehabilitation exercises. It is intended not only to precisely
guide people in performing exercises, but also to provide sim-
ple and clear awareness of the correctness or the incorrectness
of the required actions, using visual and audio cues.

With SleeveAR, patients are able to formally assess feedback
combinations suitable for movement guidance while solving
some of the perception problems. SleeveAR also applies differ-
ent feedback techniques in addition to the ones observed in the
state of the art, both on the patient’s body (arm and forearm)
and on his surrounding floor. The ground projection shows
the movements in all axes and allows the sleeve projection to
continue in the patient’s peripheral field of view. Furthermore,
results from user tests suggest that people can replicate previ-
ously recorded movements by following multimodal feedback.
Future work will address the guidance of real patients during
the execution of more complex rehabilitation exercises.

We expect that full body awareness in exercises can be
achieved through the usage of multiple projected surfaces
(walls, furniture, and even the ceiling).This is particularly inter-
esting to enable a larger range of exercises. Moreover, the per-
pendicular nature of walls can bring various one-dimensional
representations of the exercises, each providing a single de-
tailed point of view in real time. We plan as future work to
determine the impact of such approaches on exercise perfor-
mance.

Yet the setup and apparatus is still a bit complex, far from low
cost and easy installation, to be deployed in home settings.
Next efforts will focus on using commodity depth cameras
to provide a more cost-effective approach. However, the cur-
rent technique can be efficient, and even cost-effective, for
rehabilitation gyms with multiple and concurrent therapeutic
sessions.

ACKNOWLEDGMENTS
This work was partially supported by the Portuguese Foun-
dation for Science and Technology (FCT) through the
projects TECTON-3D (PTDC/EEI-SII/3154/2012), CEDAR
(PTDC/EIA-EIA/116070/2009), and by national funds
through FCT with reference UID/CEC/50021/2013. Daniel
Medeiros would like to thank CAPES Foundation, Ministry
of Education of Brazil for the scholarship grant (reference
9040/13-7). Artur Arsenio’s work was partially funded by the
Carnegie Mellon University (CMU) – Portuguese program
through FCT, project AHA-Augmented Human Assistance,
CMUP-ERI/HCI/0046/2013.

IUI 2016 • IUI for Entertainment and Health March 7–10, 2016, Sonoma, CA, USA

184



REFERENCES
1. Mohammed F. Alhamid, Mohamad Eid, and

Abdulmotaleb El Saddik. 2012. A multi-modal intelligent
system for biofeedback interactions. 2012 IEEE
International Symposium on Medical Measurements and
Applications Proceedings (May 2012), 1–5. DOI:
http://dx.doi.org/10.1109/MeMeA.2012.6226653

2. Fraser Anderson, Tovi Grossman, Justin Matejka, and
George Fitzmaurice. 2013. YouMove: Enhancing
Movement Training with an Augmented Reality Mirror.
Proceedings of the 26th Annual ACM Symposium on User
Interface Software and Technology (2013), 311—-320.
http://doi.acm.org/10.1145/2501988.2502045

3. T. Blum and V. Kleeberger. 2012. mirracle: An
augmented reality magic mirror system for anatomy
education. Virtual Reality Short . . . (2012), 115–116.
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=

6180909

4. N. Alberto Borghese, Renato Mainetti, Michele Pirovano,
and Pier Luca Lanzi. 2013. An intelligent game engine
for the at-home rehabilitation of stroke patients. 2013
IEEE 2nd International Conference on Serious Games
and Applications for Health (SeGAH) (May 2013), 1–8.
DOI:http://dx.doi.org/10.1109/SeGAH.2013.6665318

5. Grigore Burdea. 2002. Virtual Rehabilitation- Benefits
and Challenges. (2002).

6. James William Burke, Michael McNeill, Darryl Charles,
Philip Morrow, Jacqui Crosbie, and Suzanne
McDonough. 2009. Serious Games for Upper Limb
Rehabilitation Following Stroke. 2009 Conference in
Games and Virtual Worlds for Serious Applications
(March 2009), 103–110. DOI:
http://dx.doi.org/10.1109/VS-GAMES.2009.17

7. Alana Da Gama, Thiago Chaves, Lucas Figueiredo, and
Veronica Teichrieb. 2012. Guidance and Movement
Correction Based on Therapeutics Movements for Motor
Rehabilitation Support Systems. 2012 14th Symposium
on Virtual and Augmented Reality (May 2012), 191–200.
DOI:http://dx.doi.org/10.1109/SVR.2012.15

8. He Huang, T Ingalls, L Olson, K Ganley, Thanassis
Rikakis, and Jiping He. 2005. Interactive multimodal
biofeedback for task-oriented neural rehabilitation.
Engineering in Medicine and Biology Society, 2005. 27th
Annual International Conference of the (2005),
2547–2550. http://ieeexplore.ieee.org/xpls/abs_all.
jsp?arnumber=1616988

9. Alexandre Klein and Gilda Aparecida De Assis. 2013. A
Markeless Augmented Reality Tracking for Enhancing
the User Interaction during Virtual Rehabilitation. 2013
XV Symposium on Virtual and Augmented Reality (May
2013), 117–124. DOI:
http://dx.doi.org/10.1109/SVR.2013.43

10. Joseph B Kruskal and Mark Liberman. 1983. The
symmetric time-warping problem: from continuous to
discrete. Time Warps, String Edits and Macromolecules:
The Theory and Practice of Sequence Comparison (1983),
125–161.

11. Hugo Nicolau, Tiago Guerreiro, Rita Pereira, Daniel
Gonçalves, and Joaquim Jorge. 2013. Computer-assisted
rehabilitation: towards effective evaluation. International
Journal of Cognitive Performance Support 1, 1 (2013),
11–26.

12. Paula Rego, PM Moreira, and LP Reis. 2010. Serious
games for rehabilitation: A survey and a classification
towards a taxonomy. Information Systems and
Technologies (CISTI), 2010 5th Iberian Conference on
(2010). http://ieeexplore.ieee.org/xpls/abs_all.jsp?
arnumber=5556674

13. D. Sadihov, B. Migge, and R. Gassert. 2013. Prototype of
a VR upper-limb rehabilitation system enhanced with
motion-based tactile feedback. 2013 World Haptics
Conference (WHC) (April 2013), 449–454. DOI:
http://dx.doi.org/10.1109/WHC.2013.6548450

14. Christian Schönauer and Thomas Pintaric. 2011. Full
Body Interaction for Serious Games in Motor
Rehabilitation. Proceedings of the 2Nd Augmented
Human International Conference ACM Press (2011), 1–8.
http://dl.acm.org/citation.cfm?id=1959830

15. Roland Sigrist, Georg Rauter, Robert Riener, and Peter
Wolf. 2013. Augmented visual, auditory, haptic, and
multimodal feedback in motor learning: A review.
Psychonomic bulletin & review 20, 1 (Feb. 2013), 21–53.
DOI:http://dx.doi.org/10.3758/s13423-012-0333-8

16. Rajinder Sodhi, H Benko, and A Wilson. 2012.
LightGuide: projected visualizations for hand movement
guidance. Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems (2012).
http://dl.acm.org/citation.cfm?id=2207702

17. R Tang, H Alizadeh, A Tang, Scott Bateman, and
Joaquim Jorge. 2014. Physio@ Home: design
explorations to support movement guidance. CHI ’14
Extended Abstracts on Human Factors in Computing
Systems (2014).
http://dl.acm.org/citation.cfm?id=2581197

18. Richard Tang, Anthony Tang, Xing-dong Yang Scott, and
Joaquim Jorge. 2015. Physio @ Home : Exploring visual
guidance and feedback techniques for physiotherapy
exercises. Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems (2015).

19. Eduardo Velloso, A Bulling, and Hans Gellersen. 2013.
MotionMA: Motion modelling and analysis by
demonstration. Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems (2013),
1309–1318. http://dl.acm.org/citation.cfm?id=2466171

IUI 2016 • IUI for Entertainment and Health March 7–10, 2016, Sonoma, CA, USA

185



 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: fix size 8.500 x 11.000 inches / 215.9 x 279.4 mm
     Shift: move up by 7.20 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20160208163816
       792.0000
       US Letter
       Blank
       612.0000
          

     Tall
     1
     0
     No
     795
     352
    
     Fixed
     Up
     7.2000
     0.0000
            
                
         Both
         1
         AllDoc
         1
              

       CurrentAVDoc
          

     Uniform
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2 2.0
     Quite Imposing Plus 2
     1
      

        
     10
     11
     10
     11
      

   1
  

 HistoryList_V1
 qi2base





