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Fig. 1: Overview of our taxonomy for remote assistance and training in Mixed Reality (MR) environments.

Abstract—The recent pandemic, war, and oil crises have caused many to reconsider their need to travel for education, training, and
meetings. Providing assistance and training remotely has thus gained importance for many applications, from industrial maintenance to
surgical telemonitoring. Current solutions such as video conferencing platforms lack essential communication cues such as spatial
referencing, which negatively impacts both time completion and task performance. Mixed Reality (MR) offers opportunities to improve
remote assistance and training, as it opens the way to increased spatial clarity and large interaction space. We contribute a survey
of remote assistance and training in MR environments through a systematic literature review to provide a deeper understanding of
current approaches, benefits and challenges. We analyze 62 articles and contextualize our findings along a taxonomy based on
degree of collaboration, perspective sharing, MR space symmetry, time, input and output modality, visual display, and application
domain. We identify the main gaps and opportunities in this research area, such as exploring collaboration scenarios beyond
one-expert-to-one-trainee, enabling users to move across the reality-virtuality spectrum during a task, or exploring advanced interaction
techniques that resort to hand or eye tracking. Our survey informs and helps researchers in different domains, including maintenance,
medicine, engineering, or education, build and evaluate novel MR approaches to remote training and assistance. All supplemental
materials are available at https://augmented-perception.org/publications/2023-training-survey.html.

Index Terms—Mixed Reality, Virtual Reality, Augmented Reality, Extended Reality, Remote, Collaboration, Training, Assistance
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1 INTRODUCTION

The environmental impact, cost, and time of air travel, emerging war
and oil crisis, and the COVID-19 pandemic made the ability to work
remotely very popular, if not essential. While video-conferencing has
flourished, many opportunities lie ahead for more advanced approaches
to remote interaction. We present a survey on remote assistance and
training in Mixed Reality (MR) and contribute a taxonomy that contex-
tualizes the main characteristics of this area based on aspects such as
space, time, degree of collaboration, interaction modalities, and applica-
tion area. Our work aims to identify common trends and open research
areas in the field and provide an overview and in-depth discussion of
this critical sub-area of Mixed Reality.

Collaboration is generally defined as the “mutual engagement of
participants in a coordinated effort to solve a problem together” [64].

https://orcid.org/0000-0003-1621-1999
https://orcid.org/0000-0001-7515-3755
https://orcid.org/0000-0002-4521-2766
https://orcid.org/0000-0003-1438-2882
https://orcid.org/0000-0002-0809-9696
https://orcid.org/0000-0001-5441-4637
https://augmented-perception.org/publications/2023-training-survey.html


Collaboration is essential for different professional areas, from health-
care and mechanical maintenance to professional education. Tradition-
ally, much collaborative work relied on physically co-located people to
enable efficient communication. However, the future of collaboration
is increasingly digital and distributed across space and time [51]. The
ability to work remotely is essential for resilient, scalable, and effective
collaboration.

Remote assistance and training constitute particular cases of remote
collaboration in which remote (expert) users typically train or guide
local (non-expert) users through accomplishing some specific task. Ex-
amples include helping to operate complex machinery or training for a
specific healthcare procedure. In this paper, among the broad collabo-
rative problem solving domain, we focus on cases where remote users
have greater expertise than local users. Remote assistance and training
are particularly important due to their applicability across application
domains, e. g., for industrial maintenance, surgical telemonitoring, or
navigation, and the high variance in expert-to-trainee configurations.
Therefore, we focus on these key terms to provide more in-depth infor-
mation, rather than broadly surveying the topic of collaboration, which
includes large portions of the area of computer-supported cooperative
work (CSCW).

Systems that implement remote assistance and training approaches
usually need to address two key challenges. First, remote users require
a (virtual) representation of the local users’ environment to identify all
details necessary to complete the task in question. Second, all people
involved, remote and local, need to communicate efficiently, which is
typically enabled through advanced interaction techniques for exploring
and annotating the shared environment (cf. Mohr et al. [59]). This
survey provides details about how such virtual representations typically
appear, what details are involved, and what communication techniques
are used.

Enabling efficient collaboration through 2D displays, such as desktop
computers, smartphones, and tablets, can be challenging since many ap-
plication scenarios inherently require establishing situational awareness
and a joint frame of reference within a complex 3D context. The im-
mersive qualities of MR, which encompasses both Virtual Reality (VR)
and Augmented Reality (AR) technology (cf. Milgram et al. [55, 56]),
have the potential to tackle these challenges, as it opens a way for
increased spatial clarity and larger interaction space [46]. In the context
of this survey, we use established definitions of VR, which completely
immerses users in a synthetic environment composed solely of virtual
objects, and AR technology, which increases the sense of reality by
superimposing computer-generated information such as virtual objects
and cues on the real world [12]. We detail what technologies are em-
ployed within different application contexts and how those influence
the interaction between users.

Previous work has conducted surveys related to understanding as-
sistance and training, mostly focusing on co-located settings or the
general scenario of collaboration. Sereno et al. [71] focus on survey-
ing both co-located and remote collaborative work in AR but do not
consider VR. Pidel and Ackerman [65] provide an overview of general
collaboration in AR and VR, not specific to assistance and training.
Wang et al. [89] explore remote collaboration in AR and VR with a
specific focus on physical tasks. Lapointe et al. [46] review AR-based
remote guidance tasks in combination with Artificial Intelligence (AI).
Vaughan et al. [87] overview self-adaptive technologies within virtual
reality training, and Kenoui [38] discusses AR in the context of health-
care training. None of the aforementioned approaches specifically
focus on training and assistance with different combinations of AR
and VR technologies. Given the prevalence of training and assistance,
specifically in professional applications, and the inherent role differ-
ences between remote and local users in these scenarios, it warrants
a more in-depth look to provide a better understanding of the unique
opportunities and challenges. To our knowledge, we contribute the first
survey that holistically considers remote assistance and training in MR.

Given recent progress in interaction and display techniques, we con-
tribute an overview of the current landscape of assistance and training
in MR between the years 2000 and 2022. We perform a systematic
search for articles in different databases: ACM Digital Library, IEEE
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Fig. 2: Revised reality-virtuality continuum. MR encompasses every-
thing in between a fully real environment and a "Matrix-like" virtual
environment [72]. Within the context of this survey, we focus on the
full spectrum except the two extremes.

Xplore, and Science Direct. After screening 931 articles, we identified
62 articles related to our research questions, following PRISMA guide-
lines [58]. We characterize the articles along a taxonomy based on time,
degree of collaboration, MR space symmetry, input and output modal-
ity, visual display, perspective sharing, and application domain. The
proposed taxonomybuilds upon existing research and analysis on ap-
proaches for remote collaboration in AR and VR, to enable researchers
to understand and explore areas that have not yet seen much research
and to identify underexplored areas that might provide promising out-
comes. As examples for promising directions, we identify opportunities
for future solutions to enable multiple experts to jointly provide as-
sistance to one or more trainees, in contrast to the typical focus on
individual expert; or to provide more opportunities for users to move
across the reality-virtuality spectrum during a task. Our work provides
key insights for the future of remote assistance and training, including
general trends and opportunities for further research.

2 SCOPE AND RESEARCH QUESTIONS

We first define the research objectives of our work. We are concerned
with approaches that enable remote assistance and training in an MR
environment. Throughout the survey, we refer to the user providing
training expertise or assistance insights as the expert, and to the user
receiving such training or assistance as the trainee. We consider ap-
proaches where one or multiple experts and trainees interact with each
other.

2.1 Definition: Mixed Reality
There is no universal agreement on the definition of Mixed Reality
(MR). We refer readers to Speicher et al. [75] for in-depth discussion
around working definitions of MR from the literature by interviewing
experts in the area. In this paper, we understand MR as encompassing
everything on the Reality-Virtuality continuum, including augmented
reality, augmented virtuality, virtual reality and everything in between,
according to the definition by Milgram and Kishino’s [55, 56], visu-
alized in Figure 2. Based on that, we exclude papers on in-person
collaboration and remote collaboration where all collaborators are in
reality mediated by video conferencing as they have been extensively
investigated by existing research [17, 86, 92]. As a result, we include
approaches where at least one collaborator is either in AR or VR.

2.2 Definition: Remote vs Co-located collaboration
Collaborative scenarios can be classified according to where they occur
in space: remote collaboration, where users are located in different
physical spaces; and co-located collaboration, where all users share the
same physical space [53]. Although co-located users can resort to real-
world metaphors for collaboration without the need for technological
approaches, AR and VR have been used in co-located scenarios for
improved immersion and presence [53]. As an example, Herder et al.
[28] leveraged avatars in co-located business-oriented applications
with a “guide-user-scenario” for large-scale location-based experiences



related to virtual product presentation or industrial training with a
local group of users. Funk et al. [20] presented HoloCollab for co-
located training where physical hardware was substituted by virtual
tools rendered in AR within the trainee’s environment. This can help in
cases where physical tools might be unavailable or too expensive.

Although the use of AR and VR in both remote and co-located sce-
narios is interesting to explore, we focus on remote approaches since
these are essential for resilient, scalable, and effective global collabo-
ration. Effective ways of providing assistance and training remotely
drastically reduce the environmental impact caused by travelling, and
were proven to be essential in scenarios where it is not possible for
users to be collocated, e. g., during the COVID-19 pandemic.

2.3 Definition: Remote assistance and training.
Remote assistance and training approaches usually allow experts to
help, train, or guide trainees to accomplish some specific task. This
typically involves at least one expert and one trainee and bidirectional
interaction and communication between parties. Generally and within
the context of MR, assistance and training can happen synchronously
or asynchronously in time, e. g., through recorded instructions. Here,
we understand remote in the sense that one of the users is not physically
located in the place where the task is happening. We do not consider
assistance or training provided by software without human intervention.
Hence, we exclude prerecorded or automated fully immersive VR
simulators without any interaction/communication between the parties.
We also exclude general-purpose methods for MR (e. g., display devices,
rendering techniques, 3D selection techniques, haptic controllers, etc.)
that could potentially be used for assistance and training, but are not
developed for this context. While we acknowledge that many of the
approaches would be applicable for remote assistance and training,
we excluded those as they were not tested in the specific contexts.
Surveying general purpose methods such as haptic controllers, and
identifying their applicability for remote assistance and training would
be an interesting extension for future research.

2.4 Research questions
Within the context of this survey, we aim to answer the following
research questions.

RQ1: How do users communicate and interact in MR during
assistance and training tasks? Due to technical constraints and
opportunities, we believe that communication between users is different
between physical on-site scenarios and remote MR scenarios. We aim
to understand how experts and trainees are enabled to communicate in
the challenging conditions of MR environments. More specifically, we
want to understand the following sub-questions:

• How many users are enabled to take part?

• How is the workspace shared between users involved?

RQ2: What are the configurations in which remote assistance
and training take place? We aim to understand how the remote
settings differ from co-located assistance and training in terms of spatial
and temporal configuration. More specifically, we want to understand
the following sub-questions:

• What are the spatial configurations for users in terms of MR
space?

• How does the communication happen in terms of time?

RQ3: How are assistance and training approaches imple-
mented? In order to support assistance and training, we aim to gain
an understanding of the technological solutions that are available to
experts and trainees, specifically:

• Which interaction methods are available to users?

• Which visual displays and other output technologies are em-
ployed?

RQ4: In which domains are remote MR assistance and training
used? We aim to identify which domains currently take advantage
of remote MR assistance and training and which are underexplored.
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3 METHODOLOGY

In order to answer our research questions, we conducted a system-
atic literature review. Our selection process was made according to
the PRISMA methodology (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) methodology [58]. We first define the
keywords that translate our research, and select which digital libraries
to search for publications.

3.1 Keywords
As a basis for the literature search, we included the keywords Remote,
as well as Augmented Reality, Virtual Reality, Mixed Reality, Extended
Reality and Cross Reality, as those are common instances of MR im-
plementation and synonyms. We then conducted a primary search
including only the keywords Assistance and Training. During the analy-
sis of the results, we found a variety of known relevant works that were
not included. We therefore decided to extended the search keywords
to include Collaboration, Guidance, Tutorial(s) and Instruction(s), as
these are intrinsic to assistance and training. This resulted in the key-
words illustrated in Figure 3, that were separated into search strings to
look for each main term individually.

3.2 Time frame
Although different surveys on general MR [40, 98], as well as specific
aspects such as evaluation in MR [8,54] typically address the preceding
decade of research, we decided to expand on those, as we found it
important to not exclude influential papers because of when they were
published. Hence, we included articles from the year 2000 to 2022.
We did, however, observe a strong increase in activity in the last five
to seven years, which goes in line with the commercial availability of
headsets such as the Oculus Quest.

3.3 Database and search parameters
We leveraged the keywords to search for publications in the three largest
libraries for literature in computer science, specifically ACM Digital
Library, IEEE Xplore, and Science Direct, as common for this type
of survey. We chose not to include other platforms such as Google
Scholar due to the increased noise in the results (e. g., non-archival
works, websites, undergraduate theses, duplicates), and since we believe
that the most important venues in the field are covered by the three
libraries, as described above. Keyword search was performed in the
Title, Abstract and Author Keywords of the publications. We searched
each of the databases separately, taking into account the inclusion and
exclusion criteria described above.

3.4 Inclusion and exclusion criteria
We included articles with English as primary language and focused
on archival papers that were peer-reviewed. We did not include non-
archival articles such as demos and posters. During the screening of the
articles, we included approaches that enabled bidirectional communica-
tion between minimum of two humans. We excluded approaches that
relied solely on software guidance (e. g., video tutorials) and general-
purpose methods that were not developed or tested for remote assis-
tance and training. We focused primarily on venues from the fields of
computer graphics, computer vision and human-computer interactions
(e. g., ACM CHI, IEEE VR, ACM SIGGRAPH). Venues were manually
filtered by the authors after the initial search.



3.5 Selection of relevant articles

The PRISMA flow diagram in the Appendix, Figure A. 1, summarizes
the selection process. The first search in all three databases resulted
in a raw total of 931 articles. From these we eliminated duplicates,
non-archival papers, and papers that did not fit our target venues. This
reduced the count to 200 articles, which were screened by title and
abstract. In this phase, 112 articles were eliminated. The remaining
88 articles were distributed among the authors, marked for inclusion
if appropriate, or discussed if ambiguities arose. In this phase, we
eliminated 32 articles that were out of our defined scope, which resulted
in a total of 56 articles. Lastly, we added 6 extra articles that did not
appear in our systematic approach but are relevant to our research scope,
based on author’s expertise. This is a typical last step in surveys for
extending the number of papers which goes in line with the PRISMA
methodology, done by searching the references of the papers found and
articles citing the found papers that are relevant [90]. These papers
likely did not turn up due to challenges with keyword search in the
databases. The final 62 articles were read in full by at least one author,
and all relevant data were collected. The research questions were
refined, and taxonomy was developed in a holistic discussion-based
manner during the data generation.

4 TAXONOMY

To answer the research questions, we build a taxonomy based on the
information collected from the final 62 papers. The taxonomy consists
of eight relevant dimensions. We analyze the paper distribution on each
dimension and pair those with qualitative observations, to gain insights
about research gaps and opportunities discussed in the remainder of the
paper. The final taxonomy is illustrated in Figure 1. In the following,
we summarize the individual dimensions and leverage them to answer
and discuss the research questions in Section 5. We categorize the
individual dimensions whether they are centered around users (degree
of collaboration, perspective sharing), the configuration (MR space
symmetry, time), implementation (input modality, output modality,
visual display), or application.

Degree of Collaboration We identify different degrees of col-
laboration between users as one differentiating dimension between
approaches. This includes interaction between 1 expert and 1 trainee
only (1↔ 1), 1 expert that interacts with multiple trainees (1↔m), mul-
tiple experts that interact with one trainee alone (n ↔ 1), and multiple
experts that collaborate with multiple trainees at once (n ↔ m).

Perspective sharing This dimension informs how the workspace
is shared between trainees and experts in terms of perspective. We
categorize this into first-person view (FPV) or third-person view (TPV).
An FPV allows the expert to share the trainee’s exact perspective of
the workspace, for example, to avoid occlusions and errors in reference
frames. A TPV allows the expert to freely explore the workspace,
independent of the trainee’s perspective. This can be beneficial in terms
of communication as it allows seeing the trainee’s facial expressions
and body posture. For a number of approaches, users can choose or
alternate between both perspectives, as discussed below.

Time This dimension identifies whether the environment and in-
formation users share are handled synchronously or asynchronously.
Synchronous communications happen when users exchange informa-
tion in real-time. Asynchronous communications involve users’ access-
ing information after it is generated in time, for example, rewinding
instructions and replaying sessions.

MR space symmetry This dimension refers to the interaction
paradigm within the Reality-Virtuality Continuum [55, 56] in which
expert(s) and trainee(s) are located during the task. We consider the
MR space as symmetric if users share the same paradigm, i. e., if all are
either in AR or VR. Note that we exclude symmetric real-world to real-
world interactions, as those typically do not involve any MR approaches.
Asymmetric MR spaces include users interacting on different parts of
the spectrum (R ↔AR, R ↔ VR, or AR ↔ VR).

Input modality We classify the type of input modality used by
experts and trainees to interact with the remote environment. These
commonly include tracked controllers, mid-air gestures, touch screens,
keyboard and mouse, head gaze, eye gaze, audio communication, or no
interaction.

Output modality We identify different types of output modalities
that users leverage to communicate with each other, such as visual,
audio, haptics, smell, and taste. Note that for both input and output
modalities, we only consider approaches that are specific to remote
assistance and training. We do not consider general-purpose methods
such as haptic controllers or smell & taste interfaces that could be used
but were not developed or tested for our context.

Visual display Given the dominance of visual output devices in the
MR space, we add visual display as an additional dimension. We iden-
tify visual displays used in the different parts of the Reality-Virtuality
continuum: real, AR, and VR. Real displays include touch screens,
computer screens, or large-scale displays; AR displays include AR
handheld displays (phone or tablet), projection-based AR, and head-
mounted displays (HMDs); and VR displays include cave automatic
virtual environments (CAVEs), i. e., rooms in which each surface is use
as projection screens, and VR HMDs.

Application domain We identify application domain as one addi-
tional dimension that informs our survey. We categorize the articles
into different application domains, including health, sports, education,
industry, maintenance, or navigation; as well as general-purpose meth-
ods that span multiple domains. This enables us to identify fields where
MR is frequently employed, as well as application domains that could
benefit from further research.

5 RESULTS

We leverage the proposed taxonomy to answer and contextualize the
research questions, as well as identify gaps in the literature and discuss
opportunities for future research. Before presenting our findings, we
briefly discuss research activity in the field, including publication venue,
year, and keyword distribution.

5.1 Publication activity
The 62 papers were published at 24 venues, detailed in the Appendix,
Figure 3, with a majority of papers coming from ACM CHI (11), IEEE
ISMAR (7), ACM VRST (5), IEEE VR (5), and IEEE TVCG (5). From
the distribution of papers per year, a clear upwards trend from 2012 on-
ward is visible, shown in Figure 4. In terms of keywords, we concluded
that 57% of the articles were retrieved under the keyword “Collabora-
tion”, which was the sole relevant keyword for 35 papers. Other useful
combinations of keywords included "Assistance AND Collaboration"
(7%), "Guidance" (7%), and "Collaboration AND Instruction(s)" (5%).
None of the articles were retrieved under the keyword Tutorial(s).

Fig. 4: Paper distribution by year of publication, which illustrates
increased activity over the recent years.
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Fig. 5: Distribution of articles by Degree of Collaboration and Per-
spective Sharing. FPV ↔ TPV refers to approaches that enable the
transition between both modes.

5.2 User settings

To answer RQ1 about how users communicate in MR-based remote
assistance and training, we focus on the first two dimensions of the
proposed taxonomy, Degree of Collaboration and Perspective Sharing,
visualized in Figure 5.

For Degree of Collaboration, 82% of the articles adopted 1 ↔ 1
setting, meaning one expert was interacting with one trainee. 15%
of articles employed a 1 ↔ m setting. Within the body of work we
included in the survey, only one article dealt with providing assistance
from many experts to one trainee (n ↔ 1) by Clergeaud et al. [15].
Two articles leveraged many-to-many interactions (n ↔ m). For n ↔ 1
scenario, Clergeaud et al. [15] enable a team of aerospace industrial
design experts to assist one technician immersed in VR. The closest
example related to n ↔ m scenario is the work by Sra et al. [76]. They
implemented a dance lesson experience where each trainee in one
shared space had their own personal dance instructor, visible only to
them and placed behind their dance partner. Expert instructors were
identifiable by a spotlight on them, and trainees could follow their
movements by facing their backs. Users could only look at their own
instructor and thus were not able to take advantage of the expertise of
the other dance instructors. Based on the dominance of 1 ↔ 1 settings
in prior work, we believe that there is an open space for research related
to assistance and training in MR that enables more than one expert and
one trainee to interact. Enabling teams of multiple experts to help a
small to a big group of trainees in their tasks, for example, constitutes
an important case, since different expertise in different domains might
be needed.

Regarding the perspective of the workspace, most articles enable a
first-person view (FPV) for the expert (60%), while 13% of articles
enable a third-person view (TPV); see Figure 6. As an example of
FPV expert view, the ReMa system by Feick et al. [19] reproduces the
orientation manipulations of an object so that the person manipulating

Fig. 6: An example of enabling a first-person view (FPV) or a third-
person view (TPV) for the expert regarding the perspective of the
trainee’s workspace. Image from Le Chenecha et al. [47].

the physical object and their remote collaborator seeing the object’s
proxy share the same perspective on the object. Works enabling FPV
for the expert show that a shared point of view of FPV can be effective
and is preferred compared to opposing point of view, due to decreased
cognitive load in understanding spacial references [47] and avoiding
occlusions [73]. We believe that this is one main factor for why the
majority of works employ this perspective. It is worth noting, however,
that when using TPV, experts can see partner’s facial expressions and
body posture [33, 91], which provides insights on task comprehension
and can be advantageous for communication. For example, in Pium-
somboon et al. [66], non-verbal communication and awareness cues
such as gaze direction and body gestures were shared in TPV through
embodiment into a miniature or giant avatar. Furthermore, sharing FPV
requires to stabilize the view since the frequent changes caused by the
trainee’s head movements can hinder the observation by the expert [50].

A number of articles (27%) enable experts to choose between FPV
and TPV, depending on the situation at hand. For example, Spe-
icher et al. [74] provide users with a third-person view by default but
enable one collaborator at a time to gain control over everyone’s 360◦
video. This enables all collaborators to view directions in a synchro-
nized manner. Similarly, Teo et al. [81] enable experts to interact with
trainees with a TPV by default, allowing them to move independently
from the trainees in a reconstructed VR environment. Additionally,
experts can decide to immerse themselves into the same point of view,
live-streamed through a 360◦ camera attached to the trainee’s head.

These results indicate that a large majority of works focus on FPV
settings, enabling one expert to interact with one or multiple trainees.
While a number of works enable users to transition between different
perspectives, we believe that especially the multi-user setting affords
more exploration in view representations beyond FPV. Giving one or
more experts the ability to observe and interact with multiple trainees
through TPV would enable a more flexible environment, for example.

5.3 Spatio-temporal configurations
We aim to answer the question of what types of configuration in terms
of space and time prior work on remote assistance and training has
explored (RQ2). To gather further insights, we leverage the dimensions
of time and MR space symmetry from the proposed taxonomy. Figure 7
details into the symmetry of interaction space for experts and trainees.

In terms of Time, most papers adopt the full synchronous setup in
terms of time configuration. Only three articles (5%) enable users to
interact both synchronously and asynchronously. They allowed users
to review previous performance or revisit missing details. As examples,
Kumaravel et al. [85] recorded 3D and 2D videos of both the expert
and the trainee so that they could review the real-time performances.
Speicher et al. [74] allowed collaborators to view and annotate a 360◦
live stream, including the ability to rewind the live stream by 10 seconds
in case they missed important information, saving all digital artifacts in
a session at their exact positions (including all annotations and projec-
tions). Collaborators can also reload a session at a later point in time
for asynchronous annotation. All other works focus on communication
and interactions that are delivered without delay, or without giving user
the ability to record or review prior actions. We believe that the focus
on synchronous configurations results from the importance of direct
communication and enabling experts to interact and correct trainees
during a task. Considering the need of people across different time
zones for remote assistance and training, however, we argue that asyn-
chronous communication methods are a relevant topic of research that
is currently under-explored. Enabling experts to interact in a direct yet
asynchronous manner would enable overcoming some of the main bar-
riers to remote assistance, training, and collaboration in general. This,
however, is very challenging to achieve, as engagement oftentimes
is connected to direct communication. While recent works [74, 85]
start exploring short-time asynchronous communication, we believe
that similar interaction could be useful to go beyond a replay of a few
minutes.

For MR Space Symmetry, more than 80% of the papers employ asym-
metrical interaction spaces in the MR Reality-Virtuality Continuum,
illustrated in Figure 7. We observe that the most common setting for
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Fig. 7: Distribution of articles by MR Space Symmetry, i. e., in which
part of the Reality-Virtuality Continuum expert(s) and trainee(s) are
located during the task.

the trainee is an AR-based interface (80%). We believe it is under
practical consideration that trainees need to directly see and interact
with the physical environment where they need assistance or training.
For training purposes, there exist extensions of such approaches that
happen in fully virtual environments, especially when training in the
physical environment is not possible. VR-based trainee interfaces were
also common when the task did not require information in the phys-
ical environment, for example, in physical motion learning such as
dance [76] and Taichi [13].

As for experts, most works enable them to interact from a desktop
computer (32%), in AR (32%), or immersed in VR (45%). Some ap-
proaches enable experts to cross the space and choose between different
points of the spectrum, alternating between the real world and AR [94],
or AR and VR [15, 63, 85]. Additionally, Kumaravel et al. [85] enable
the trainee to choose between AR and VR. We believe VR has great
potential for experts to provide assistance and training since they can be
immersed in a total reconstruction of the trainees’ space, facilitating the
understanding of the task at hand (e. g., Piumsomboon et al. [67]). We
believe that there exists opportunity for future work to enable experts
to communicate with trainees beyond 2D screens. Enabling immersive
experiences with VR or AR would potentially hold benefits in terms of
interaction and presence. As an example, Hoang et al. [30] developed
OneBody, a VR system for physical activity training. Experts in VR
can see an overlay of the trainee’s body movements onto their own
body, enabling them to check for mismatched body movements. A
comparison between OneBody with training provided through a video
screen indicated better posture accuracy in delivering movement instruc-
tions when in VR. This work highlights the potential of transitioning
instructions from 2D into the 3D space.

5.4 Input and output modalities
We discuss how assistance and training approaches are implemented
(RQ3) with the data on dimensions of Input Modality, Output Modality,
and Visual Display.

We first analyze the input methods that experts and trainees used to
convey their interaction intents, illustrated in Figure 8. We highlight
that the most common input methods for the expert are controllers, mid-
air gestures, and a keyboard and mouse. Several articles leverage other
technologies such as touchscreens (10) or eye gaze (2). The expert also
commonly relies on audio communication to deliver the instructions.

For trainees, the most common setting is no explicit interaction with
the expert, as they primarily interact with their physical environment.
Other common input modalities for trainees include mid-air gestures,
controllers and touchscreens. It is worth mentioning that gaze is rarely
used as an input modality despite the emerging eye-tracking capabilities
of devices (e. g., VR headsets).

As for the output modalities, the most commonly leveraged channels
are visual and auditory, illustrated in Figure 9. Few other works applied
haptic modalities [4, 6, 43, 94], while none of the papers applied smell
or taste as output. For example, Audaet al. [6] enhanced the com-
munication between remote collaborators by using haptic props that
make virtual objects graspable and investigated the ownership sharing
mechanism of the virtual objects across users. As discussed earlier,
however, our survey focused on articles dedicated to remote assistance
and training, no general purpose methods that could be used for this
context.

There exists several implementations of input and output modalities
that aim at enhancing co-presence. For example, Kumaravel et al.
[85] render the expert’s relative position from which they observe
the trainee’s space in the trainee’s view to enhance the awareness
of each other’s location. Speicher et al. [74] enhance gaze awareness
display individual colored cones that indicate where each collaborator is
looking. These implementations enable a higher sense of presence than
the approaches where the trainee does not have access to information
about the expert, or those only displaying visual annotations (e. g.,
[3, 10, 16, 18, 23, 39, 50, 60]).

Figure 10 illustrates the visual display provided to experts and
trainees. Most papers immersed the expert in VR (45%), followed
by letting the expert interact with the trainee through a computer screen
(31%), and through mobile or HMD AR (11% and 8% respectively).
For trainees, the most common setup was either using an AR HMD
(50%), mobile AR (21%), followed by a VR HMD (19%). The com-
mon use of an HMD is to free both hands to execute required tasks
during the training or guided activities. We also hypothesize that a lot
of works resort to a tablet or a smartphone (mobile AR) due to this
type of display’s availability to the general public and low cost. Other
than relying on a single configuration, existing papers explore to enable
users to switch between different devices. For example, Kumaravel
et al. [85] allow users to connect, and resort to asymmetric technologi-
cal configurations in various degrees of immersion, from different parts
of the Reality-virtuality continuum, depending on what devices users
have available.

In summary, a majority of works enable experts and trainees to inter-
act through an audio channel, but focus largely on enabling experts to
communicate with trainees. Few works provide trainees with advanced
interaction methods such as gestures to explicitly communicate with
experts. Most current systems focus on situations where experts are
equipped with 2D screens, while trainees are in AR. We believe this
highlights interesting opportunities for symmetric AR communication,
or providing experts with immersive views of trainees and their envi-
ronment through VR, for example, especially for scenarios involving
multiple trainees.

5.5 Application domains
As final research question, we aimed to identify the application domains
where MR has been applied in the context of remote assistance and
training (RQ4), illustrated in Figure 11. The majority of articles (69%)
are related to multidomain approaches that are applicable to multiple
fields, which highlights the search for universal solutions. This is fol-
lowed by MR solutions for remote maintenance and industrial tasks
(18%). Within this space, there exists specific applications for perform-
ing repair and assembly tasks [10, 15, 18, 24, 26, 27, 52, 63, 78, 88] and
in production line planning [5]. Besides industrial assistance, there
exists a body of work on medical training and assistance. For example,
Ansar et al. [4] developed a prototype to enable the trainee surgeon to
operate on a virtual patient while receiving real-time visual and haptic
feedback on tissue properties from the remote site.

Other specific areas of application include the field of navigation [9,
44,61], education [34,77,84], and sports [30]. For example, ObserVAR



Fig. 8: Comparison between the types of input modality enabled for the expert to interact with the trainee’s space (green) and for the trainee to
interact with the expert’s space (blue). The numbers of articles that enable each input modality are visualized.

system [84] allows the course instructor to guide visual focus of remote
students to specific contents that they should notice. From these, we
found that training approaches mostly relate to the health and sports
domain, while assistive technologies are more related to the industry.
Note that by analyzing the articles we collected through our systematic
search, only 14% related to remote training alone, with other 61% of
articles relating to remote assistance, and 25% relating to approaches
that are both useful for assistance and training. We hypothesize that
most remote training constitutes an educational factor. A research
opportunity lies here due to the different requirements for training in
education. Furthermore, there exists various examples of using AR
for assistive surgery, or teleportation of robots. Our survey highlights
opportunities for applying assistance to domains such as healthcare
(e. g., remote physiological assistance) or industrial training.

6 LIMITATIONS

In our work, we aim to provide an overview of the field of remote
assistance and training enabled through MR. Within the context of
the presented survey, we focus mostly on professional settings, rather
than educational settings such as the usage of MR in schools (e. g.,
Holstein et al. [31]). We believe that the professional setting is different
as the requirements on technology and guidance between experts and
trainees differ compared to teachers and students. Investigating the
usage of MR in a classroom setting, however, is an interesting direction
for further work. Additionally, we wanted to keep the survey self
contained and focused, by providing a broader taxonomy for this topic.
However, we acknowledge that our taxonomy could be extended to dig
deeper into other interesting aspects such as the level of expertise of

Fig. 9: Comparison between the type of output modality enabled for
the expert (green) and the trainee (blue). The numbers of articles that
enable each output modality are visualized.

the users involved, the task’s difficulty, the time frame of the task, or
the intellectual abilities the task draws upon. Creating a taxonomy that
expands on this extra layer of information remains as future work.

We focus our search on the three main databases within the context
of computer science research, as we are interested in innovative ap-
proaches within human-computer interaction, computer graphics, etc.
This is similar to other research in the fields of cross-device interac-
tion [11] or VR [1], for example. While those databases also cover
specialized engineering disciplines, we cannot guarantee completeness
in the articles that are covered. We believe, however, that our survey
covers the majority of relevant articles in the field and provides insights
and categorization of the benefits, challenges, and opportunities.

We focus our search on works that enable users to collaborate re-
motely though AR and VR, excluding approaches for co-located as-
sistance and training. We acknowledge that we could have surveyed
methods for assistance and training in AR and VR as a whole, including
both remote and co-located methods as an additional dimension. How-
ever, we were interested in finding new directions for collaboration in
this sub-area specifically remote, since the ability to perform these tasks
remotely is essential for resilient, scalable, and effective collaboration.
Effective ways of providing assistance and training remotely could
reduce the environmental impact caused by air travel, and prove to be
helpful in scenarios where it is not possible for users to be co-located,
e. g., a pandemic situation.

We constructed the proposed taxonomy based on the articles we
identified to be relevant. This process is influenced by the assumption
that areas of research that have seen more work (i. e., a larger number
of articles) were seen as promising directions to contribute significantly
to increasing the quality of remote assistance and training. Conversely,
we identified areas of research that were less well covered by prior
work. Those areas are potentially promising but have not been well
investigated and present opportunities for further exploration; or solu-
tions within these spaces might not lead to significant improvements
for remote assistance and training. Through qualitative analysis and
discussion, we aimed to differentiate those two areas, for example, by
taking the discussions of various articles into account. We believe that
the presented taxonomy and discussion enable researchers to judge the
value of under-explored areas, and showcase opportunities for future
exploration.

7 OPPORTUNITIES FOR FUTURE WORK

The main objective of our survey was to build a taxonomy for remote
assistance and training in MR environments, identifying overall trends,
under-explored research topics, and benefits and challenges of existing
work. In the following, we discuss some opportunities for future work
that we found relevant through our analysis. We set those opportunities
into the context of the discussed taxonomy by considering which areas
are less well explored, and highlight individual works that start to fill
the gaps.



Fig. 10: Comparison between the types of visual displays that the expert (green) and the trainee (blue) use in different parts of Reality-Virtuality
continuum. The numbers of articles that use each display are visualized.
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Fig. 11: Distribution of the articles by the application domains.

Degree of collaboration. The majority of current work focuses
on 1 trainee ↔ 1 expert collaboration. We believe that it is important
to explore degree of collaborations beyond this modality, especially
for multiple experts to interact with multiple trainees as this scales to
include the maximum of people. Works such as [76] showcase the
potential of m ↔ n collaboration for scenarios such as multi-trainee
dance training. Enabling teams of various experts to help a small to
a big group of trainees in their tasks constitutes an important case,
since different expertise in different domains might be needed. Besides
added benefits in terms of training, scaling training to beyond one
trainee would have potential benefits in terms of availability and costs.
For surgical training, for example, providing guidance for multiple
trainees could increase efficiency and reduce training time for medical
professionals.

Perspective sharing. Both first-person and third-person perspec-
tives contribute in different ways to the overall remote experience (task
comprehension vs. presence). While first-person can lead to increased
body ownership and shared viewpoints [47], third-person can enable
an improved overview of the surrounding space and enable experts to
view trainees’ posture and facial expression [91], for example. The
benefit of such flexible approaches has been shown in work such as by
Kumaravel et al. [85]. We thus believe that exploring mixed perspective
approaches where the expert can transition between different points
of view depending on which better fits the task at the moment would
potentially enrich remote assistance and training scenarios.

MR space symmetry. Device availability and appropriateness is
highly task-dependent. This is evident in the fact that a majority of
research uses asymmetric approaches, i. e., experts and trainees use dif-
ferent modalities. Most approaches employ devices statically, meaning
that users are only interacting with one device during one session. We
believe that dynamic device assignments are an interesting direction for
further research, effectively enabling users to move across the MR spec-
trum. Different devices lead to different degrees of immersion and few
approaches embrace the dynamic nature of interaction. This approach,
however, typically requires larger efforts in infrastructure and tailored
interactions (e. g., as in Loki [85]), which might be a prohibitive factors
for many researchers that can only be overcome through more mature
and readily-available software and hardware platforms.

Time. We believe the integration of asynchronous communica-
tion mechanisms for assistance and training approaches to be worth
exploring for future work. Although synchronous interaction enables
effective and efficient communication, being able to collaborate from
different time zones or even schedules is also important. Additionally,
asynchronous mechanisms such as the ability to rewind or re-watch
a collaborative session bring added value to the learning process of
training tasks. This type of interaction would be particularly powerful
for teams that are distributed across time zones. Finding a sweet-spot
between replaying past actions, and engaging feedback and interactions,
however, we believe is challenging to implement.

Input modality. Experts rely heavily on additional tools to per-
form the communication (e. g., pointers, sketches, arrows) through
using controllers, a keyboard and mouse set-up, or mid-air gestures.
We believe that current systems focus on those devices since they are
readily available and offer stable and accurate performance. Exploring
more advanced interaction techniques for communicating intent and
actions to remote trainees, e. g., by taking advantage of hand tracking,
eye tracking or speech recognition, will open rich additional infor-
mation channels and is an interesting area for further work. While
general purpose methods exist, tailoring those specifically to assistance
and training scenarios will surface interesting benefits and challenges.
Johnson et al. [35], for example, demonstrate that hand gesture-based
referencing is beneficial for collaborative physical tasks.

Output modality. Visual and auditory stimuli dominate current
interactive systems. While those are effective in delivering information
to the users, we believe that utilizing other sensory stimuli, such as
smell, taste, and haptics while interacting can increase the sense of
presence for users and provide extra feedback to experts and trainees.
Current research focuses on general-purpose methods, rather than the
special requirements of training and simulation. We therefore believe
that there is a large research space for this type of output that could be
brought into the context of assistance and training, which in turn will
lead to interesting challenges and opportunities to advance immersion,
engagement, realism and fidelity of collaboration.



8 CONCLUSION

In today’s world, there is an increasing need for systems that support
remote assistance and training. MR technologies offer essential func-
tionalities to improve remote assistance and training in various domains.
We conducted a systematic search across different databases that re-
sulted in the identification of 62 papers related to remote assistance and
training in MR environments. Through the analysis of these papers,
we created a taxonomy for the characterization along eight dimensions
of degree of collaboration, perspective sharing, MR space symmetry,
time, input and output modality, visual display, and application domain.
Based on the paper distribution along these dimensions, we discuss
the overall research trends, and identify under-explored research top-
ics as opportunities for future research. Researchers could explore
more advanced interaction techniques specific to this scenario by tak-
ing advantage of hand tracking for example, enable higher degrees
of collaboration, or enable users to move across the reality virtuality
continuum depending on what better fits the task. We hope this survey
can help other researchers build stronger approaches for remote assis-
tance and training by taking full advantage of current and future MR
technology.

SUPPLEMENTAL MATERIALS

All supplemental materials and documents are available at
the URL https://augmented-perception.org/publications/
2023-training-survey.html. In particular, they include (1) Excel
files containing the raw survey data used for creating our Taxonomy,
and (2) a full version of this paper with all appendices.
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A APPENDIX
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Records identified through database searching (n = 931)

ACM Digital Library (n = 205), IEEEXplore (n = 545), ScienceDirect (n = 181)

Full-text articles excluded
(n = 32)

Reasons for exclusion:
Non-archival (n = 9)
No bidirectional communication (n = 2)
General purpose methods (n = 13)
No MR (teleconferencing) (n = 5)
Product case study (n = 2)
Not remote (n = 1)

Studies resultant from screening (n = 56)

Records excluded
(n = 731)

Reasons for exclusion:
Duplicates (n = 153)
Non-archival or venue not relevant (n =
578)

Studies resultant from screening (n = 62)

Records added based on author’s 
expertise

(n = 6)

Figure A.1: PRISMA flow diagram for study selection process based on Moher et al. [58]



Figure A.2: Final dimensions of our Taxonomy for remote assistance and training in MR environments.
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Figure A.3: Final publication distribution by venue.
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