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Figure 1: The PinchLens technique overview: A) The user aims to select a small target in a dense cluster. B) the user begins
a pinching gesture. C) A magnifying bubble expands the scale of nearby targets when the user reaches a Semi-Pinch. D) An
adaptive control-display gain that dampens the motion of the user’s hand for precision. E) A final pinch selects the target.

ABSTRACT

We present PinchLens, a new free-hand target selection technique
for acquiring small and dense targets in Virtual Reality. Traditional
pinch-based selection does not allow people to precisely manipulate
small and dense objects effectively due to tracking and perceptual
inaccuracies. Our approach combines spatial magnification, an adap-
tive control-display gain, and visual feedback to improve selection
accuracy. When a user starts the pinching selection process, a mag-
nifying bubble expands the scale of nearby targets, an adaptive
control-to-display ratio is applied to the user’s hand for precision,
and a cursor is displayed at the estimated pinch point for enhanced
visual feedback. We performed a user study to compare our tech-
nique to traditional pinch selection and several variations to isolate
the impact of each of the technique’s features. The results showed
that PinchLens significantly outperformed traditional pinch selec-
tion, reducing error rates from 18.9% to 1.9%. Furthermore, we
found that magnification was the dominant feature to produce this
improvement, while the adaptive control-display gain and visual
cursor of pinch were also helpful in several conditions.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction techniques

1 INTRODUCTION

Current hand-tracking techniques for Virtual Reality (VR) allow
people to use freehand gestures to interact with virtual objects natu-
rally, without the need for handheld controllers. These techniques
facilitate interactions with virtual objects, emulating the way people
interact with the physical world, offering dexterity and a natural way
to manipulate virtual objects. These advancements bridge the gap
between the digital and physical realms, paving the way for a future
where technology seamlessly integrates with human intuition.
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However, one of the principal challenges facing current VR appli-
cations is the difficulty in manipulating small objects within densely
packed environments. There are many situations where such interac-
tions may be needed. For example, in a VR LEGO® application, a
user may need to acquire and assemble tiny LEGO® pieces1. In an
electronics training app, a user may want to rewire connections on a
densely packed breadboard. Or, in a 3D jewelry app, a designer may
want to choose a specific seed bead to add to a bracelet (Fig. 2). In
the physical realm, such dexterous interactions are enabled by the
high-fidelity visual and haptic sensory information we receive from
the real world. However, selecting small, densely-packed objects in
VR remains a daunting task [43, 50, 70]. This predicament can be
attributed to several factors. First, current tracking techniques have
not yet achieved the millimeter-level accuracy necessary to support
highly dexterous operations [50, 66, 67]. Second, there is limited
dexterity due to limitations in motor control causing jittering during
mid-air movements [53]. Finally, human perceptual errors and visual
acuity issues associated with stereo rendering further complicate the
task [15,39,44,74]. These challenges compromise the effectiveness
of virtual interactions, thereby falling short of the fluidity observed
in interactions within the physical world.

Various methods have been proposed to facilitate target selection
with small, densely-packed objects in VR applications. Some tech-
niques that have been explored include separating the degrees of
operations [55], slicing the selection area [56], and utilizing multi-
ple rays [22, 49]. However, these methods are largely indirect and
deviate from the paradigm of direct interaction that could potentially
leverage real-world skills. Recent studies [50, 59] have emphasized
the need for precise selection with direct manipulation, although the
applications in VR environments remain limited.

In this work, we contribute PinchLens, a novel technique for
selecting small-scale targets in dense VR environments, integrating
spatial magnification and adaptive control-display gain, while retain-
ing an intuitive pinch-based selection paradigm (Fig. 1A). PinchLens
is inspired by facilitation techniques used in 2D desktop interactions,
including the Bubble Cursor [33], Bubble Lens [57], and Adaptive
Control Display gain [14]. Upon initiation of the pinch selection
process (triggered by a “Semi-Pinch” gesture), a virtual bubble ap-
pears, magnifying the target region and aiding in visually acquiring

1LEGO®: https://www.lego.com
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Figure 2: Many physical tasks require precise interaction with tiny dense objects, which are still difficult to enable in Virtual Reality.

the target (Fig. 1B). Simultaneously, the user’s virtual hand move-
ment is visually slowed down using a control-gain ratio for precise
movement (Fig. 1C). A selection event is triggered when the pinch
is complete (Fig. 1D), at which point the magnification and motion
dampening are smoothly transitioned back to normal.

We conducted a user study to assess the performance of several
variations of our technique, in comparison to traditional pinch se-
lection, to identify the effects of the individual design features of
PinchLens. The results suggest that PinchLens reduces the error rate
from 18.9% to 1.9%, and decreases the overall distance between the
pinch point and the target by 43%, shortening the completion time
under dense conditions by 18%, without affecting the completion
time under sparse conditions. Furthermore, we found that magnifi-
cation was the primary factor for improvement, while the adaptive
control-display gain and the visual cursor could also enhance per-
formance under certain conditions. We conclude by discussing the
implications of our findings and avenues of future work.

2 RELATED WORK

The PinchLens technique draws on a variety areas of prior research,
including target selection techniques for desktop environments,
strategies developed specifically for VR-based target selection, and
adaptive control-display gain techniques in VR.

2.1 Desktop Target Selection Techniques
Human-Computer Interaction researchers have developed various
techniques that support target selection. Target distance and width
have been shown to have a significant impact on selection, where
small and distant targets are more difficult to select [4,51]. A typical
approach to address challenging selections is to adjust the target
width or distance to reduce the precision required for correct selec-
tion [4]. Previous work has achieved effective selection performance
by expanding targets [6,27,52,54,57,81], area cursors [33,40,75,80]
and using adaptive control-display gain [14, 18, 76]. Specifically, we
adapt concepts from the and Bubble Cursor [33], which dynamically
adjusts its size to increase the effective width of nearby targets, and
the Bubble Lens [57], which magnifies nearby targets, activated
automatically through kinematic triggering, making them larger in
both visual and motor-space.

2.2 Target Selection Techniques in Virtual Reality
Selection is an essential category of interaction in VR [7, 47], and is
used to indicate the intention of manipulating and interacting with
objects in the environment. Previous work identified two main 3D
selection techniques – ray-casting [24, 34, 46, 61], which enables
distant interaction by casting a virtual ray, and using virtual repre-
sentations of the user’s hand (3D cursor) [25, 38, 48, 62]. The virtual
hand metaphor has the advantage over ray-casting in that targets
are easily manipulated after selection, while ray-casting allows eas-
ier selection of distant targets [62]. In this work, we focus on the
virtual hand metaphor for selection, but we also take inspiration
from previous work on ray-casting to select small targets in dense
environments.

Ray-casting utilizes a ray starting from the user’s hand or con-
troller, and a selection is performed by intersecting the ray with
an object. Ray-casting techniques have proven effective for selec-
tion [45]. However, small targets can be challenging to select due
to motor limitations [5]. Furthermore, selection becomes difficult
in dense environments due to occlusion, which reduces the effec-
tive target size, causing users to carefully manipulate the position
and orientation of the ray to select occluded targets [68]. Previous
work has proposed disambiguation techniques to improve the selec-
tion of small and occluded targets by adding additional steps to the
interaction [5, 68], progressive refinement from a set of selection
candidates [43], or predictive models of selection [21,65]. Although
these techniques improve selection, their interaction methods uti-
lize an indirect manipulation approach, diverging from how people
interact in the physical world.

The virtual hand metaphor tries to mimic hand interaction with
the physical world [19, 37, 69, 71]. However, fine-grained selection
of small targets in dense environments can be difficult to perform
with direct manipulation due to limitations in tracking and human
motor control [11, 32]. As such, researchers have developed tech-
niques to support direct selection and direct manipulation of small
targets in dense environments. Ma et al. [50] leverage the user’s
selection history and the distance between objects and the hand to
determine the interacted object. Frees et al. [26] leverage a dynamic
control-display gain to allow more precise movements in the display
space. Finally, Periverzov et al. [59] leverage hand motions to infer
the intended target to enable the selection of small targets. We take
inspiration from these works by leveraging the spatial relationship
between hand and objects, combined with spatial magnification and
dynamic control-display gain. Our study shows that our technique
provides enhanced selection performance with millimeter-scale pre-
cision in dense environments.

2.3 Adaptive Control-Display Gain in Virtual Reality
Balakrishnan highlighted that while pointing in the physical world
is constrained by physical laws, pointing in the virtual world does
not have to abide by the same constraints [4]. The concept of
adaptive control-display gain has shown to be helpful for interaction
by increasing precision and has guided various techniques in VR.
Early research, such as the family of Go-Go techniques [9, 62, 63],
implement nonlinear mapping of hand movements, manipulating
virtual hands to effectively reach remote objects beyond the physical
reach of the user. Expanding on this idea, Frees et al. [26] used
dynamic control-display gain to alter the movement of controlled
targets in relation to different speeds of virtual hands, providing
varying levels of sensitivity for target manipulation in VR. Adaptive
control-display gain has also been extensively used to aid in passive
haptic retargeting by modifying the position of virtual hands for
redirected touch [2, 35, 41, 42], or haptic retargeting with graspable
objects [3, 28, 29, 31]. These body warping techniques have also
been used recently to predict user intention and facilitate virtual
target acquisition within arm’s range [23, 30, 77, 78].

These works have focused on employing adaptive control-display
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Figure 3: The “Semi-Pinch“ state and the triggering process. The t1
and t2 should be set to different values to avoid false positives.

gain in VR to reach and manipulate objects of easily graspable target
sizes. Limited research explores whether adaptive control-display
gain can help improve the precision of selecting small targets in a
dense environment. This gap prompts us to incorporate similar tech-
niques to modify user hand motions, to support precise operations
over small and densely situated targets.

3 PINCHLENS TECHNIQUE

PinchLens is designed to improve the performance of target selection
for small and dense targets in VR, utilizing a direct manipulation
input metaphor. The technique was developed to maintain as much
of the physical action of real-world pinching as possible, while
leveraging target facilitation mechanisms to improve its precision.
This section provides a detailed account of the PinchLens imple-
mentation, encompassing the following primary components: 1) a
Semi-Pinch gesture to trigger the facilitation process. 2) a spher-
ical bubble lens that magnifies nearby targets in visual and motor
space, 3) an adaptive control-display gain that enables precise hand
movements, with an accompanying recovery process to realign the
virtual and physical hands, and 4) a selection cursor to visualize the
pinch location. In addition, we describe a global input data stabilizer
to reduce the jitter of the hand and fingers resulting from the VR
motion tracking. The pseudocode for each component is provided in
the supplementary material, and the example code can be accessed
in the GitHub Repository2

3.1 Semi-Pinch Trigger Mechanism
The “Pinch” [8, 12] has become a widely adopted gesture [58, 60]
for natural selection in VR, akin to the mouse click in desktop
environments. Not only does the pinch gesture provide a sense
of direct manipulation, but it also provides an explicit and tactile
moment of selection, when the thumb and index figure come in
contact [73]. With PinchLens, the pinch still confirms the selection,
but we introduce an intermediate state, prior to the pinch occurring,
to activate the mechanisms that facilitate the selection process.

We leverage a Semi-Pinch gesture to indicate the user’s intent to
select, and to trigger the PinchLens’s selection facilitation features.
When the tips of the index finger and thumb approach each other
(less than a threshold, t1) before making contact, our system enters
the Semi-Pinch state. Conversely, the user can exit this state without
performing a selection by moving the index and thumb tips apart
and beyond a threshold t2. Fig. 3 shows PinchLens’s transition
between states. Through pilot testing, we selected the following
threshold values that we gave users reasonable control: t1 = 3.5cm
and t2 = 4.0cm. Once the semi-pinch occurs, the midpoint between
the thumb tip and index finger tip define the pinch point. The
proximity of nearby targets are also considered when triggering the
PinchLens, to avoid unnecessary false activations. Specifically, if
the nearest target is greater than 0.2m from the pinch location, we
opt not to activate the PinchLens technique.

3.2 Spatial Magnification
Inspired by desktop target selection techniques such as the Bubble
Cursor [33] and Bubble Lens [57], we adapted a spherical expansion

2Example code repository: https://github.com/zhufyaxel/PinchLens
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Figure 4: The process of Spatial Magnification. When the Semi-
Pinch is triggered, the bubble will appear and magnify nearby objects
while hiding targets outside the bubble.

Figure 5: The magnification method and parameters. a) Targets
within the threshold distance, re = 1.67cm, are magnified. b) The
expanded sphere has an outer distance of Re = 5.0cm. The width, w,
of targets are magnified by a factor of Sr = 4x, and their distance, d,
from the pinch point are magnified by a factor of Dr = 3x.The blue
dots represents the target to be selected.

lens for VR. This lens is triggered when the semi-pinch occurs. The
mechanism uses the “pinch point” as the selection center to magnify
nearby targets in visual and motor space. Here we describe the
details of the expansion lens, which is illustrated in Fig. 4.

3.2.1 Defining the Magnification Area
A spatial 3D environment is prone to occlusions. Therefore, spatially
magnified targets may cause occlusion and difficulty in identifying
selectable targets [56]. Inspired by previous works [56, 64], we
implemented a “target visibility” mechanism during the selection
process where targets outside the magnification area are rendered
transparent to minimize occlusion. The following steps define the
target visibility mechanism: when the Semi-Pinch is activated, tar-
gets further away than a threshold (re) from the Semi-Pinch point
are rendered invisible. Targets within the threshold are spatially
magnified (Fig. 4B). The invisible targets are restored when the
Semi-Pinch gesture is canceled or the selection is completed. This
strategy effectively minimizes visual occlusion caused by magnifi-
cation while decreasing the chance that users mistakenly select an
unintended target.

3.2.2 Magnification Method
Previous work on target magnification has shown that separately
magnifying target distances and sizes is an effective technique to
efficiently use the space within the magnification lens while retain-
ing spatial relationships [16, 57]. A uniform magnification ratio
for size and distance may provide inadequate magnification if the
magnification is contained in a small magnification area, or exacer-
bate occlusions in the environment. We define separate ratios for
magnifying distance and size, and use the pinch point as the center
of our magnification. When the semi-pinch occurs, all targets within
the distance, re, to the pinch point are magnified (Fig. 5A). These
targets are expanded outward along the sphere’s radial direction to a

https://github.com/zhufyaxel/PinchLens
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Figure 6: The Motion Dampening and Recovery Process. A) The Semi-Pinch is triggered, invoking the magnifying bubble; B) Once the
user moves their hands for aiming, an adaptive control-display gain will be applied to make the visual hand (transparent) moves slower than
the physical hand (opaque, which won’t show in real application); C) After pinching, the motion dampening ends D) The virtual hand then
redirects back to the physical position.

maximum distance of Re, in proportion to a distance ratio Dr, and a
scale ratio, Sr, to increase the target size (Fig. 5B).

After several iterations and internal pilot studies, we set the dis-
tance ratio Dr to 3.0, and the size expansion ratio, Sr to 4.0. The
radius of the area of interest was set at re = 1.67cm, and therefore
the radius of the expanded sphere was Re = 5.0cm. This approach
allows us to retain the spatial relationships of targets within the lens
while maximizing target sizes within the lens area. Please refer to the
pseudocode (Algorithm 1) provided in the supplementary material
for a full description of the expansion process.

3.3 Adaptive Control Display Gain
To improve the selection accuracy when the spatial magnification is
triggered, we implemented an adaptive control-display gain mecha-
nism that decelerates the user’s virtual hand movements to enhance
precision. The process encompassing this adaptive gain and the
subsequent recovery phase is depicted in Fig. 6. Previous techniques
have established methods to adjust the speed of virtual hands within
VR while keeping users unaware of the manipulation [3, 79]. How-
ever, many of these techniques rely on preexisting knowledge of
the target location [17, 30] and typically apply these adjustments
throughout the entire range of arm movement. Our approach differs
in that we do not presume prior knowledge of the target location and
only adapt the users’ movements in a limited range much shorter
than the full arm’s reach.

Our approach to the adaptive control-display gain can be likened
to the modification of a mouse cursor’s sensitivity: when the user
initiates a Semi-Pinch, our technique dampens the movement of the
virtual hand, reducing the distance traversed in the virtual space rela-
tive to the real physical movement. After the selection is completed
or interrupted, we initiate a “recovery” phase, where we gradually
synchronize the visual hands with the user’s actual physical hand
position. We use the same approach as in previous work, which
adds extra movement to the virtual hand toward the physical hand
position [29, 30]. The movement speed is set in proportion to the
real hand’s movement speed, ensuring consistency of visual and
motor cues. The adaptive movements are facilitated by adjusting the
root speed of the virtual hand, followed by corresponding updates
to the local skeleton data. Where the expansion technique is clearly
noticeable to the user, the adaptive control-display gain technique
can easily go unnoticed to the user.

After several iterations, we established a control-display ratio
of α = 0.5 once the PinchLens is triggered. This ratio effectively
reduces the virtual hand movement speed by half, improving the
precision of selection within the spatially magnified environment.
The recovery speed ratio is set to β = 0.3 for natural recovery. This
means that the virtual hand will initiate an extra movement towards
the physical hands, and this additional velocity will be 30% of the
absolute velocity relative to the physical hands. As a result, the
total velocity of the virtual hands becomes the sum of the velocity
of the physical hands and this additional velocity component. This

A B

Figure 7: Visual Cursor for Pinch. After we trigger the semi-pinch
gesture, a small spatial cursor will appear and show where the esti-
mated pinch position

condition holds until the virtual hand aligned with the physical hand.
For a detailed representation of our adaptive control-display gain
algorithm, please refer to the pseudocode Algorithm 2 provided in
the supplementary material.

3.4 Visual Pinch Cursor
Although conventional widgets such as ray-casting [49] or pinch
proxy 3 offer ways to visualize the pointer location in VR, their
design does not support direct manipulation or precise interaction
with nearby objects. For the PinchLens, we implemented a visual
cursor to visualize the pinch point (midpoint between the index finger
tip and the thumb tip) once the semi-pinch occurs (Fig. 7). The white
sphere-shaped cursor indicates the 3D position of the pinch point,
enabling users to better comprehend the spatial relationship between
their pinch point and interacted targets. To avoid visual clutter when
the user is not performing selections, the visual cursor is only visible
during the Semi-Pinch state. We established the cursor’s diameter
to be 0.5cm after our internal pilot testing. This size ensures the
cursor’s visibility and enables precise selection, without causing
significant occlusion to surrounding targets.

3.5 Global Stabilizer
Previous work has suggested that current computer vision-based
hand tracking approaches commonly used for hand tracking and
interaction have inherent errors and noise that negatively affect target
acquisition [66, 67]. Even in ideal tracking conditions, jittering is
a common issue due to the natural tremor of the hands, especially
during precise movements [72]. Because the pinch point and visual
cursor are positioned in between the fingertips, sudden changes in
the tracked finger positions may change the pinch point and make
precise selection of small targets difficult.

Our global stabilizer is inspired by Casiez et al.’s 1e filter [13]
that utilizes a low-pass filter to refine noisy input signals for high
precision and responsiveness. We adopt a similar strategy to stabilize

3Quest Pinch Pose: https://ocul.us/3Ve8J2i

https://ocul.us/3Ve8J2i
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Figure 8: Evaluation environment. We instructed the participants to
use a pinch gesture to select A) a target (highlighted in blue) from
the dense cluster of small objects, and B) transfer into the blue cube.

the inaccuracy of the hand data for target selection. The 1e filter
uses a low-pass filter to refine noisy input signals for high precision
and responsiveness and has been proven suitable for stabilizing
hand data in VR [20]. For our global stabilizer, we apply a filter
over the entire hand skeleton model data, as users may rely on the
virtual representation of the whole hand for interaction. To avoid
unexpected distortion of the skinned mesh [36], we first apply the
1e filter on the root pose and then apply another 1e filter on the
rotational skeleton data in its local space. This combination of filters
ensures that the hand moves more naturally. After filtering, we
reapply the skinned mesh on the filtered positions. The pinch point
is then calculated based on the filtered data. Filtering is applied at
all times, irrespective of the pinch state. Please refer to Algorithm 3
in the supplementary material for the pseudocode.

4 EXPERIMENT

We conducted a user study aimed at evaluating the performance
of PinchLens in the selection process of small targets within dense
environments. Our objective was to measure the overall effectiveness
of PinchLens and gain insight into the contribution of each individual
component to its functionality. To accomplish this, we conducted a
comprehensive performance comparison with multiple variations of
our technique in comparison to a baseline condition.

In our initial implementation of the study, the baseline condition
was designed as a basic pinch selection technique. The technique
did not include any visual enhancements to mimic the real world
scenario, and the pinch point needed to intersect a target for a selec-
tion to occur. However, our pilot studies indicated that the absence
of any visual feedback and the requirement to intersect the targets
resulted in a nearly 100% error rate. Previous research [22, 49] has
proposed that visual hints could effectively reduce selection errors
and could be integrated into the baseline. Consequently, we inte-
grated a “highlight effect” that highlights the nearest target when a
Semi-Pinch is triggered, and relaxed the selection criteria to be the
nearest target. This modification created a more equitable baseline
condition for our study. We refer to this modified condition as the
enhanced baseline.

Our technique itself consists of three major components: the
magnifying bubble, the adaptive control-display gain approach, and
the visual pinch cursor. To balance the effective conditions and study
length, we implemented three variations of the PinchLens technique
to test the performance from each component separately. As such,
the conditions included in our study were as follows: 1) Enhanced
Baseline Pinch, 2) Pinch Cursor (excluding adaptive control-display
gain and spatial magnification), 3) Pinch Motion (incorporating
adaptive control-display gain but excluding spatial magnification),
and 4) PinchLens (including all enhancements). In all conditions,
the closest target to the pinch point was highlighted and selected. To
ensure fairness, the global stabilizer was applied to all conditions,
including Enhanced Baseline Pinch.

4.1 Task
Previous studies in selecting targets from dense clusters of objects
adopted a “click and go next” approach [33, 49]. However, we
opted for a “pick and place” loop that better represents the whole
manipulation process in VR [9, 10]. In this study, we instructed
participants to use a pinch gesture to select a specific goal target
from the dense cluster, move the target while maintaining the pinch,
and then place it into a semi-transparent cube located 20cm to the
right of the cluster. Fig. 8 shows the evaluation environment. The
goal target in the cluster was highlighted in blue, and the instruction
“Please drop the target inside this Cube” was displayed on the cube
for placing the targets. Participants were allowed to load the next
trial once they had placed the target within the cube area. The cluster
of targets was positioned in front of the participant at a distance
of 30cm. The cluster and cube heights were adjusted for each
participant to ensure they could comfortably reach them.

Drawing from previous research [15, 39] and through iterative
development, we established the following parameters for target
sizes and densities within our study: 0.75mm and 1.5mm for the
target sizes in diameters, and density levels of 500 and 1000 targets
randomly distributed within an 8cm * 8cm * 8cm cube volume.
These study conditions created the types of environments which
are known to be particularly problematic for existing VR selection
techniques, and were selected as we were specifically interested in
the selection of millimeter-scale targets.

In summary, the study used the following independent variables
and levels:

• Technique: Baseline Pinch, Pinch Cursor, Pinch Motion,
PinchLens.

• Target Size: 0.75mm (small), 1.5mm (large).

• Target Density: 500 targets (sparse), 1000 targets (dense).

4.2 Apparatus
In this study, we used a Meta Quest 2 4 and used its built-in hand-
tracking capability (version 41) for our study. Previous work has
shown that Meta Quest 2 hand-tracking (version 33) has an average
fingertip positional error of 1.1cm and an average finger joint angle
error of 9.6◦ [1]. We built the evaluation prototype in Unity3D
2021.3.4f15 in Windows 11 operating system, and ran the software
in a Laptop with Nvidia RTX 3070 Graphic Card6. To provide a
more stable fit with the Quest 2 during the study, we used a Quest
Elite 2 Strap7 for stability and comfort.

4.3 Participants
We recruited 12 participants aged 19 to 35 (4 female, average age =
23.6 years, sd = 3.4). All participants reported being right-handed
and not visually impaired. 5 out of 12 participants reported previous
familiarity with VR and the remaining participants reported having
limited or no experience. The study was approved by our institu-
tional ethics board and participants provided informed consent prior
to commencing the study.

4.4 Procedure
At the beginning of the study, we carefully adjusted the interpupil-
lary distance and headset position for each participant until they
confirmed optimal vision clarity within the virtual environment. To
verify this, we rendered a slim line of random phrases (0.5cm width
per character), positioned 35cm away from the participant, to test
their vision accuracy in VR.

4Meta Quest 2: https://www.meta.com/quest/products/quest-2/
5Unity Archive: https://bit.ly/3Cw8E1C
6Laptop Spec: https://lnv.gy/3CQHbJo
7Elite Strap: https://bit.ly/3ECAFHn

https://www.meta.com/quest/products/quest-2/
https://bit.ly/3Cw8E1C
https://lnv.gy/3CQHbJo
https://bit.ly/3ECAFHn
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Figure 10: Results from the 7-point Likert scale questionnaire. For clarity in visual representation, scores pertaining to distractions were
inverted: “0” represented a very distracted state, while “7” indicated no distractions.

Next, we generated the target cluster and adjusted its height until
the participant could comfortably reach it. The cluster was loaded
with our large and sparse density conditions. We then introduced
the participants to the concepts of Semi-Pinch and pinch selection,
with only the pinch cursor and highlight as the supportive features.
Once participants gained sufficient Semi-Pinch proficiency and were
able to perform pinch selections comfortably, the study formally
commenced.

We used a Balanced Latin Square to counterbalance the technique
order and randomized the order of Size × Density in each technique.
The participants were asked to perform 16 pick and place trials
for each combination. When each new technique was encountered,
there was a short warm-up session for the participant to get familiar
with the technique. For each trial, one goal target, rendered blue,
was randomly chosen from the target cluster. All other targets
were rendered red, so that participants could easily identify the
goal target. Participants had to pinch the cube to start each trial.
Each trial allowed for a maximum of five attempts before the trial
was considered unsuccessful and skipped. If participants reached
the maximum failure count in a trial, the semi-transparent cube
would change color and display the text “Maximum Failures to this
Trial, pinch the cube to continue.” At this moment, pinching the
cube resumed the study by loading the next trial. At the end of the
study, to gather subjective feedback, we asked the participants to
fill out a 7-point Likert scale questionnaire, and we conducted a
semi-structured interview. The study duration was approximately 45
minutes. Between each technique, participants rested for a minimum
of one minute. Participants were also told they could rest at any time.
In total, each participant performed 4 x 2 x 2 x 16 = 256 trials.

In order to measure the task performance, we measured the error
rate, the completion time, and the pinch distance. The error rate was
the proportion of trials resulting in the user selecting an incorrect
target, calculated by dividing the number of erroneous trials by the
total number of selections. A trial was marked as “successful” if the
correct target was selected at the first attempt, while any incorrect
selection would mark the trial as an error. Completion time refers
to the time it took to complete the trial, calculated as the time from
when the cube was pinched to start the trial, to when the target was
released in the cube. Finally, the pinch distance was the Euclidean
distance between the goal target center and the pinch point. We

performed separate analyses on the pinch distance for successful
selections and all selections.

4.5 Results
We recorded data in CSV format. We used statsmodels and pandas
in Python to process and analyze the data. Unless otherwise stated,
our analysis was performed with a three-way repeated measures
analysis of variance (RM-ANOVA) with Technique, Density, and
Target Size as independent variables. Holm-Bonferroni-corrected
post-hoc tests were used when applicable. A summary of the results
is provided in Table 1.

4.5.1 Error Rates
An RM-ANOVA showed that the technique significantly affected the
error rate (F(3,33) = 23.305, p < .001). Target density also showed
a statistical significance (F(1,11) = 9.401, p < .05). Fig. 9A shows
that the PinchLens technique significantly improved the overall ac-
curacy, with 2.08%±0.70% for dense conditions and 1.82%±0.60%
for sparse, compared to the Enhanced Baseline Pinch condition that
had 22.92±3.53% in dense conditions and 14.84±1.81% in sparse
conditions. The post-hoc pairwise comparisons revealed significant
differences in error rate between PinchLens and other techniques
in both dense and sparse conditions (p < .001). Furthermore, the
post-hoc pairwise comparisons showed that density significantly af-
fected the error rate for the pinch cursor and pinch motion techniques
(p< 0.05). We found no significant interaction effects. These results
show that density increases the error rate. Nevertheless, the results
suggest that our approach, in particular the expansion lens, substan-
tially improves accuracy in both the sparse and dense conditions.

4.5.2 Completion Time
Fig. 9B shows the completion time across techniques and densities.
For this part of the analysis, we excluded trials that reached the
maximum amount of selection failures. There was a main effect
of density (F(1,11) = 21.671, p < .001), and a significant two-way
interaction between technique and density (F(3,33) = 4.066, p <
.05). In the dense condition, pairwise comparisons showed that
PinchLens was significantly faster than Baseline Pinch (p < .01)
and Pinch Motion (p < .05). No other significant differences were
found in dense or sparse conditions. These results indicate that when



Techniques Density Error-Rate(%) Completion Time(s) Successful Pinch Distance(mm) All Pinch Distance(mm)

Enhanced Baseline Pinch Dense 22.92±3.53 3.90±0.42 3.01±0.13 3.93±0.44
Pinch Cursor Dense 23.96±2.47 3.61±0.31 2.68±0.11 3.24±0.14
Pinch Motion Dense 17.18±2.26 3.57±0.19 2.59±0.11 3.10±0.17
PinchLens Dense 2.08±0.70 3.19±0.24 1.48±0.16 1.56±0.16
Enhanced Baseline Pinch Sparse 14.84±1.81 2.90±0.14 3.50±0.09 3.89±0.13
Pinch Cursor Sparse 15.10±1.91 2.87±0.25 3.03±0.11 3.54±0.14
Pinch Motion Sparse 17.19±2.26 3.09±0.17 2.76±0.11 3.17±0.13
PinchLens Sparse 1.82±0.60 3.07±0.20 1.61±0.19 1.67±0.19

Table 1: Summary of results across techniques and target densities.

the target is in a dense environment, the PinchLens technique could
reduce the completion time (3.19±0.24 seconds) compared to the
Baseline Pinch condition (3.90±0.42 seconds), without changing
the completion time in the sparse condition.

4.5.3 Pinch Distance

For pinch distance of all selections, the RM-ANOVA showed that
only the technique has a significant impact (F(3,33) = 28.656, p <
.001). We found no significant interactions. Fig. 9C shows these re-
sults. A significant difference was found between all the techniques
to the Baseline Pinch: PinchLens (p < .001), Pinch Cursor(p <
.001), and Pinch Motion (p < .001). Similarly, PinchLens was sig-
nificantly different from both the Pinch Cursor (p < .001) and Pinch
Motion (p < .001). However, no statistically significant difference
was detected between the Pinch Cursor and Pinch Motion.

For the pinch distance of only successful trials, the RM-
ANOVA showed significant main effects for technique (F(3,33) =
54.514, p < .001) and density (F(1,11) = 39.953, p < 0.01). There
was also a significant technique × density (F(1,11) = 39.953, p <
0.01) two-way interaction. We show the results in Fig. 9D. Post-hoc
comparison of the two-way interaction showed that for dense targets,
the PinchLens had significantly less pinch distance over all other
techniques (all p < .001), and the Baseline Pinch had a significantly
higher pinch distance compared to Pinch Cursor (p < .05) and Pinch
Motion (p < .001). There was no significant difference between
Pinch Cursor and Pinch Motion. After post-hoc comparisons, Pinch-
Lens was found to be the most effective technique for sparse targets
(p < .05 between the Pinch Cursor and Pinch Motion, and p < .001
between the Pinch Cursor and other two conditions).

PinchLens significantly reduced the pinch distance compared to
other methods. Furthermore, we observed that the pinch cursor and
pinch motion could also reduce the successful pinch distances and
all pinch distances compared to the baseline.

4.5.4 Subjective Feedback

We asked participants to complete a 7-point Likert scale question-
naire for each technique. Fig. 10 shows the results of the ques-
tionnaire. The results suggest that the PinchLens received overall
positive feedback compared to the other conditions.

During the interview, we were interested to know whether the
participants could perceive the adaptive control-display gain when
applied. Four out of 12 participants reported that they perceived the
adaptive control-display gain with the PinchLens techniques. Three
out of 12 participants also reported perceiving the adaptive control
display gain without the provided magnifying bubble, but only one
out of 12 participants reported it both with PinchLens and the con-
dition with no magnifying bubble. The general feedback from the
post-interview was positive. Our participants found the PinchLens
“was helpful” (P1), “improved confidence” (P3), provided “strong
willing for use” (P4), “reduced mental load” (P8), “easy and accu-
rate” (P9), “quicker to use” (P10). Other comments included that the
technique needs extra effort to learn and adapt (P3, P4, P9) and that

it “potentially could be designed as a movable object with proper
strategy” (P12).

5 DISCUSSION AND FUTURE WORK

The PinchLens technique performs statistically and subjectively
well, with significantly lower error rates (from ∼20% to ∼2%) and
pinch distance (from ∼3.9cm to ∼1.6cm). These improvements
are significant in enabling fine-grained selection with few added
interaction steps for the user, while maintaining a direct manipulation
interaction metaphor. Additionally, we found that PinchLens led to
shorter completion times by ∼18% under dense conditions. Finally,
we found that the pinch cursor and Adaptive Control Display Gain
approaches alone can improve performance compared to baseline
pinching. Together, these findings reveal the vital role of spatial
magnification in selecting small targets in dense environments and
bolstering the performance of the PinchLens technique, while also
highlighting the benefits of our other components.

Our study employed a strategy that compared the variances of
Pinchlens techniques at different levels of component combination.
This approach was formulated to balance the number of effective
conditions with the study’s duration, mindful of the potential phys-
ical fatigue participants might face from the repetitive pick-place
loop in our task. Though we recognize that investigating additional
conditions could yield further insights, we deemed the current design
optimal for our investigation. Future research may delve into these
areas, carefully weighing their potential impact.

Regarding target density, we found that PinchLens is proficient
in sparse and dense conditions. It is also worth noting that even our
sparsest “sparse” condition combined with our “large” size is denser
than that seen in recent prior studies [22, 50]. Our more challenging
conditions, combined with results comparable to those from these
studies and techniques, showcase the utility of PinchLens for selec-
tion in dense environments. We also found that the target size did not
affect PinchLens’s performance. Although we only compared two
sizes (0.75mm and 1.5mm), PinchLens’s high performance gives us
confidence in its ability to select small targets. That said, it would
be important in the future to test the PinchLens in conditions when
targets are much larger or sparsely distributed. The technique was
designed to only activate when a small target is nearby, so we would
expect that its performance would be similar to traditional baseline
pinching when selection is ”easy”, but future studies are needed to
ensure this is the case.

Our study used a pick-and-place loop rather than a simple selec-
tion task as in previous works. We made this decision to enable the
subsequent manipulation and release of the target after selection,
a common scenario in hand-based interaction [10]. By adopting
this strategy, we foster a more comprehensive user experience to
emulate the entire operation loop rather than a selection process
without subsequent steps. However, our study focused on evaluating
selection and we did not evaluate PinchLens combined with sub-
sequent manipulation and release, which can be a valuable future
research direction. In particular, in some tasks, like placing a Lego
block, the precision of the placement of a small object will be just



as important as the precision of the initial selection of that object.
We believe the concepts PinchLens used to facilitate selection could
also be applied to facilitate placement, but future research needs to
explore the proper trigger for the facilitation mechanisms.

We utilized the visual presence of targets in a straightforward solu-
tion, where red dots were randomly distributed within a cubic space
to symbolize potential targets, with a distinct blue dot serving as
the target expected to be selected. The magnification was uniformly
applied within a spherical area, ensuring the target remained visible
from all viewing angles within the designated area of interest. Given
the importance of visual cues in VR for target acquisition, further
evaluations could be conducted to explore the potential influence of
different visual factors.

For the PinchLens technique, the Semi-Pinch acts as a trigger for
the spatial magnification and adaptive control-display gain. This
trigger is powerful as it gives users control over the timing and
position of the added features in one gesture. It also enables users to
easily cancel the interaction by reverting the hand to an idle state. We
found in our study that the simple threshold-based implementation
of Semi-Pinch was adequate for interaction. Future studies could
investigate further capabilities of the Semi-Pinch, such as continuous
Semi-Pinching or more granular interaction states.

Compared to previous Bubble Lens techniques [57], our trigger
method employs gesture detection as a state (Semi-Pinch) rather
than kinematic triggering based on overall speed detection. We posit
that gesture-based triggering could reduce the likelihood of false
positives and ensure the smoothness of the selection process. Future
explorations may also consider evaluating dynamic parameters and
triggering mechanisms similar to those found in the Bubble Lens to
determine potential enhancements.

We applied the PinchLens technique for targets within arm’s
reach. However, our three primary components: spatial magnifica-
tion, adaptive control-display gain, and the pinch cursor, do not need
to be confined to arm’s length and can be used for interactions from
afar with proper remapping. This insight suggests that PinchLens
may be effective in selecting distant targets and targets within arm’s
reach. Future research could consider integrating our method with
arm extensions or ray-casting techniques. Evaluating these enhance-
ments to determine their potential in magnifying spatial objects and
applying adaptive control-display gain for precise operations is a
promising avenue for future studies.

During our study, we utilized fixed parameters for pinch detection,
the rate of magnification, and the size of the cursor. All participants
could adapt to these parameters after training and completing the
tasks. An additional potential future direction could be to dynami-
cally offer adjusted parameters during the pinch-selection loop. Such
designs could involve the implementation of an adaptive magnifica-
tion ratio [57] and a dynamically resized spatial cursor similar to the
bubble cursor technique [33]. These refinements could be devised
and assessed in subsequent studies.

Finally, our study took place in a controlled abstract environment,
allowing us to study the techniques across various target size and
density conditions. We envision numerous VR applications in which
the PinchLens tehcnique could be particularly useful. As depicted
in (Figure 2), there are many real-world applications where precise
selection of small objects is needed, such as when working with elec-
tronics, jewellery, or toy models. Such applications could be ported
to VR systems for either entertainment or training purposes, and uti-
lize PinchLens when precise selection is required. Implementations
and evaluations of such scenarios are left to future work.

6 CONCLUSION

Supporting target selection with small and dense objects in VR is an
essential task. However, due to tracking and perceptual errors, it is
difficult for users to select small-scale targets with direct manipula-
tions like a pinch. In this paper, we tackled the issue by providing

a novel target selection approach named PinchLens based on 2D
desktop facilitation techniques. The technique maintains a direct
manipulation interaction metaphor, and combines spatial magnifica-
tion, a pinch cursor, and adaptive control-display gain to improve
the precision of target selection with small-scale objects in dense
environments. Evaluation results showed that our techniques sig-
nificantly improved target selection performance with small-scale
objects, with a lower error rate and pinch distance, and significantly
reduced completion time within the dense environment. Results
also showed that each component of PinchLens has its unique value
under different conditions. Our work shows that spatial magnifica-
tion and adaptive control-display gain can play an important role in
enabling the selection and manipulation of millimeter-scale targets
in dense environments, and can extend the capabilities of free-hand
interaction in VR.
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