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Abstract

This thesis aims to improve remote collaboration in shared 3D workspaces. Cur-
rent mixed reality technologies allow geographically distant collaborators to be to-
gether and share the same virtual space,making it possible for people to see each other
through realistic virtual representations. Face-to-face telepresence also promotes a
sense of presence and can improve collaboration by allowing the immediate under-
standing of nonverbal cues. Indeed, several approaches have successfully explored
face-to-face remote interactions with 2D content. However, when collaborating in
a 3D object-centered volumetric workspace, there is a decrease in awareness due to
gesture ambiguities, occlusions, and different participants’ viewpoints. In this dis-
sertation, we contribute the use of perception manipulation to improve workspace
awareness in computer-supported collaborative work in mixed reality telepresence
environments by assuring that remote collaborators are always aware of what is hap-
pening in the workspace when communicating using nonverbal cues. We began by
contributing the technological foundations to prototype remote interactions. And
then, we proposed and evaluated perception manipulation techniques focused on
allowing remote people always to share the same understanding of the workspace.
And, at the same time, being aware of nonverbal communication. Results suggest
that by purposefully changing the properties of the person-task space using geomet-
ric transformations, warping, and repositioning devices, we can counteract gesture
ambiguities, eliminate workspace occlusions, and promote a shared understanding
of the workspace. In conclusion, we have validated our thesis, stating that perception
manipulation techniques increase workspace awareness and improve face-to-face re-
mote collaboration in mixed reality 3D workspaces.
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Resumo

Esta tese visa melhorar a colaboração remota em espaços de trabalho 3D compartilha-
dos. As atuais tecnologias de realidade mista permitem que colaboradores geografi-
camente distantes estejam juntos e compartilhem o mesmo espaço virtual, possibili-
tando que estes se vejam por meio de representações virtuais realistas. A telepresença
frente-a-frente promove uma sensação de presença e pode melhorar a colaboração,
permitindo a compreensão imediata de sinais não-verbais. De fato, várias abordagens
exploraram com sucesso interações remotas frente-a-frente com conteúdo virtual 2D.
No entanto, ao colaborar num espaço de trabalho volumétrico comobjetos 3D, existe
uma diminuição na percepção do espaço devido a ambiguidades de gestos, oclusões,
e devido também aos pontos de vista dos participantes. Nesta dissertação, contribuí-
mos técnicas de manipulação da percepção para melhorar a consciência do espaço de
trabalho na colaboração em ambientes de telepresença de realidademista, garantindo
que os vários colaboradores remotos estejam sempre cientes do que acontece no es-
paço de trabalho quando comunicam usando gestos. Começamos por contribuir
as bases tecnológicas para prototipar interações remotas. De seguida, propusemos
e avaliamos técnicas de manipulação da percepção focadas em permitir que pessoas
remotas consigam compartilhar o mesmo entendimento do espaço de trabalho. E,
ao mesmo tempo, estarem cientes de toda a comunicação não-verbal. Os resulta-
dos sugerem que, alterando intencionalmente as propriedades do espaço da pessoa-
tarefa usando transformações geométricas, deformações e reposicionamentos, pode-
se neutralizar as ambiguidades dos gestos, eliminar as oclusões e promover um en-
tendimento comumdo espaço de trabalho. Concluindo, nós validamos a nossa tese e
conseguimos afirmar que as técnicas de manipulação da percepção aumentam a con-
hecimento do espaço de trabalho e melhoram a colaboração remota frente-a-frente
em espaços de trabalho 3D de realidade mista.
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1
Introduction

In this dissertation, we present a new direction for improving workspace aware-
ness in face-to-face remote collaboration with 3D digital content. Contemporary re-
mote collaboration approaches are not yet capable of providing the necessary means
for people to stay aware of one another when interacting in shared 3D workspaces.
Awareness is a crucial component of collaboration but is inadequate when people do
not share the same physical space. Therefore, our overarching long term goal is to en-
able people to seamlessly collaborate at a distance by allowing people to communicate
remotely as quickly as when they are together.

Immediately after the debut of the television in the late 1920s, pundits and re-
searchers envisioned a future where remote face-to-face communication would be
indispensable in our daily lives. In the following decade, Bell Labs demonstrated its
first attempt at a two-way television system [71]. At the same time, allusions to video-
conferencing started to show up in the mainstream pop culture, particularly in Dick
Tracy’s comic strip, featuring a two-way wrist-worn television [59]. Later, as a conse-
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quence of shifting from analog technologies to digital electronics, combinedwith the
dynamic evolution of digital computing, video-conferencing, and telepresence tech-
nologies, revolutionized the way people communicate in the present days. Indeed,
video-conferencing and telepresence allow virtual encounters to take place and expe-
dite the communication between multiple geographically separated people.

Videoconferencing and telepresence technologies are proven approaches in estab-
lishing collaborative virtual meetings between distributed teams of experts in multi-
ple domains. After all, virtual meetings allow for considerable savings in time and
resources. Modern technologies add unproductive layers of protocol to the flow of
communication between remote participants, rendering interactions far from seam-
less. Despite being widely adopted, traditional video conferencing approaches still
upholdpartial viewingor down-scaled representations of remote people that curb the
sense of “being there” [60]. These conventional approaches interfere with the abil-
ity to effectively take advantage of natural nonverbal communication devices such as

Figure 1.1: ‘A day made of glass’ by Corning imagines future face-to-face telepresence interacধons close to
a co-located experience.
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gaze, body posture, and gestures that are fundamental for collaborating. Figure 1.1
shows Corning’s1 vision for future telepresence experiences.

Past research on telepresence suggests that full-body face-to-face interactions lever-
ages the sense of co-presence and improves communication [68]. However, for re-
mote collaborative tasks focused on virtual content, full-body face-to-face interac-
tions over a sharedworkspace still entail that eachparticipant detains a personal point-
of-view of the task environment. If remote people share different perspectives of the
workspace, they cannot maintain an up-to-the-minute understanding of the others’
actions–WorkspaceAwareness [55]– and the collaboration turns into a coarse anddis-
jointed experience. For this, in this dissertation, we propose new approaches focused
on manipulating the individual perception of the shared environment to improve
workspace awareness. And with this, improve remote collaboration between small
groups of people by promoting the understanding of the task space and encourage
the usage of natural face-to-face nonverbal communication.

1.1 Moধvaধon

For a telepresence encounter to be closer to a co-located experience, the person space,
identifiedbyBill Buxton [28] as “where you lookwhen speaking to someone”, should
rely on full upper body portrayal of people to allow for the understanding of nonver-
bal visual cues in addition to normal speech currently supported by traditional video-
conferencing approaches [29]. Nonverbal communicative cues include facial expres-
sions, gaze, body posture, pointing gestures to indicate objects referred to in speech
(deictic gesturॽ [104]), or how people utilize the space and position themselves when
communicating (proxemics [56]). Buxton also identified the task space as the “where
the work appears” that can be private or shared between all remote participants, and
the reference space as “space within which the remote party can use body language to
reference thework.” But, whendesigning for face-to-face collaboration, it is necessary
to take into account how to address interactions in a shared workspace. Despite the
person space being typically considered separate from the task space, Ishii et al. [68]
suggest that both concepts should be integrated when considering face-to-face meet-

1Corning: https://www.corning.com
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ings using a transparent display metaphor to maximize the perception of the other
people’s nonverbal cues. Indeed, with transparent displays, two videoconferencing
participants can see one another and digital content, rendered between them, that
can be jointly manipulated by both. In everyday face-to-face interactions mediated
by displays, people have no common orientation of right or left, and therefore, a de-
crease in the awareness of what the other person is doing or talking about. This lack
of awareness negatively affects the quality of the cooperation [166] because it con-
strains the ability for people to use descriptions of relative positions, either by speech
or nonverbal cues, such as pointing gestures. Clearboard [68] addresses this issue
by mirror-reversing the remote person’s video stream, producing gaze and pointing
awareness since 2D graphics and text can thus be corrected to the participant’s point-
of-view. This approach has been the subject of research for 2D content collabora-
tive manipulation [164, 91, 166]. However, 3D digital content gives rise to multiple
problems that affect and impair workspace awareness. Contrary points-of-view can
result in different perceptions or even serious communication missteps. Participants
do not share the same forward-backwards orientation, and occlusions can affect the
understanding of where or what the remote person is pointing. Naturally, misunder-
standings can lead to severe complications. For instance, in the medical community,
the usage of digital imaging is commonly adopted since these virtual artifacts are easy
to store, retrieve, and distribute. This issue profoundly impacts medical diagnosis,
surgery planning, and provide education. 3D visualizations are essential during the
analysis of the spatial relationships between anatomical elements and the surround-
ing structures. These spatial relationships are challenging to visualize in 2D [9]. How-
ever, in 3D, communication errors resulting from contrary points-of-view can cause
disastrous consequences when health professionals collaborate to reach a delicate di-
agnosis or treatment plan since the analysis of 3D models is commonly used by the
medical community.

1.2 Background

The activities of analysis, design, and review of 3D digital content are very appealing
for engineering, architecture, and healthcare. In these fields, it is common for pro-
fessionals to focus on highly detailed objects. Therefore the ability of every party to
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Face-to-face Side-to-sideCorner-to-corner

Figure 1.2: Example illustraধon depicধng the occlusion issue present when people have opposing points-of-
view.

experience a person-task space integration that preserves a non-obstructive reference
space is of the utmost importance. At the same time, people should rely on natu-
ral communication, verbal and nonverbal, to convey the focus of the collaboration
and pinpoint details on 3D content, as if they were physically face-to-face. Allowing
people to produce and observe other people’s nonverbal gestures encourages collabo-
ration. Gestures that enhance collaboration can be expressive, deictic and demonstra-
tions. Expressive gestures aid speech production and interpretation. The lack of these
gestures impacts the sense of social presence negatively. Deictic gestures are natural
and help refer objects or the task at hand. These gestures have an impact on task per-
formance. Finally, demonstrations occur when people convey actions by performing
gestures. Therefore, people need to be always aware of their colleagues’ actions and
the repercussions of those actions as they occur to avoid coordination errors andmis-
understandings in communication.

Previous research regarding remote communication, collaboration, and awareness
has addressed this issue. Yet, the challenges of face-to-face collaboration in a shared
workspace for 3D digital content persist. Figure 1.2 provides a depiction on how peo-
ple normally arrange themselves around a common shared task space, also known
as f-formations [79]. While in a face-to-face formation, people can see each other at
the same time they observe the 3D workspace between them. However, they are un-
able to share the same understanding of the workspace since they observe the space
from different points-of-view and workspace artifacts can occlude one another. Op-
positely, in a corner-to-corner and a side-to-side formation, the collaborators can ad-
equately see each other and workspace. Yet, in these formations, the understanding
of nonverbal gestures decreases due to the task space and personal space being sepa-
rate. The continuous shift of attention between the workspace and what the other

5



INTRODUCTION

Properties Face-to-face Corner-to-corner Side-to-side
Expressive Gestures Yes Limited Limited
Deictic Gestures Yes Limited Limited
Demonstrations Yes Limited Limited
Gaze Awareness Yes Limited Limited
Presence Fitting Limited Limited
Workspace Awareness Limited Limited Adequate

Table 1.1: Properধes of collaboraধng with 3D Objects

person is gesturing can difficult nonverbal communication [68]. However, a side-to-
side formation can foster workspace awareness because both participants share the
same perspective of the task space, summarized in Table 1.1.

1.3 Research Statement

The main objective of this dissertation is to increase the benefits of full-body face-
to-face visualization by adding the advantages of a side-to-side close encounter for
remote collaboration. We argue that simulating a side-to-side behavior (sharing the
same perspective) in a real-scale face-to-face collaborative environment to interact
with 3D objects could improve the sense of presence and raises workspace awareness
since it promotes the use of nonverbal communication. This can be advantageous
to avoid communication breakdowns by making gestures and deictic idioms easier
to share and understand between participants. To achieve a person-task space inte-
gration that enables such conditions we intend to broaden the perception manip-
ulations, introduced by Ishii et al [68], by investigating manipulations of not only
person-space but also,manipulations of task space, point-of-view and the positioning
of remote people’s representations using an “above a table”metaphor for aworkspace.
By perception manipulations, we mean to purposefully change the properties of the
person-task space using geometric transformations, warping and repositioning de-
vices, in a way that is not perceptible to participants or does not create an obstacle
to the face-to-face collaboration.
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The central problem that this dissertation address is to assure that remote collabo-
rators are always aware of what is happening in the workspace when communicating
using nonverbal cues. Therefore, the research statement addressed in this dissertation
is:

Perception manipulation can be used to increase workspace awareness and
improve face-to-face remote collaboration in shared 3D workspacॽ.

Our research statement can be subdivided into three essential questions:

Quesধon 1: Can two opposing collaborators share the same perspecধve of a shared 3D
workspace?

While previous research has used a WYSIWIS [137] (what-you-see-is-what-I-
see) approach in face-to-face collaboration in 2D workspaces, this approach
does not scale when adding a third dimension. We believe that perception ma-
nipulation techniques can alter the characteristics of both person space and task
space in a way that enables a more effective communication exchange. What is
missing is a structural analysis to determine if unusually sharing the same per-
spective does not hinder natural communication.

Quesধon 2: Can percepধon manipulaধons improve the understanding of nonverbal communica-
ধon?

People use nonverbal cues when communicating. Also, the ability to perceive
gestures and body language improves remote collaboration and enhances the
feeling of being there. However, we do not know if body manipulations di-
minish the naturality of nonverbal communication or invalidate the readabil-
ity of deictic gestures. We hypothesize that manipulating the way people are
presented does not interfere with regular communication since it should not
be noticeable.

Quesধon 3: Can two opposing collaborators share the same understanding of a 3D workspace?

This dissertation aims at enabling people to collaborate using nonverbal com-
munication in a face-to-face formation. For this, we propose the study of the in-
tegration of person space and task space that exploits perceptionmanipulation

7



INTRODUCTION

techniques for collaborators to perceive equivalent individual reference spaces.
Yet, our approach does not follow reality. And, despite allowing corrected ver-
sions of those individual reference spaces, we do not know if people can share
the same understanding of the actions that can occur in the workspace.

1.4 Research Context

The context of this dissertation is illustrated in Figure 1.3. The research’s background
lies in the central area of Human-Computer Interaction, the intersection of social
and computer sciences, consisting of how people and machines can work and
communicate with each other. This research contributes more categorically to the
HCI’s branches of Computer-supported Cooperative Work – enabling the work of
groups of people with computational technologies – and Also, we explore collab-
orative interactions between people in mixed reality environments with support
for multiple electronic devices, while employing well established 3D User Interfacॽ
(3DUI) concepts and techniques. However, the theoretical background of this
works lies in Workspace Awareness, since it is a fundamental component of effective
collaborations. Workspace awareness can be defined as the understanding of other
people’s interaction in a shared a shared workspace [55].

The work in this dissertation builds on this background and extends remote col-
laboration with new concepts, insights, and approaches related to interaction design,
prototyping, and user evaluations.

3D User
Interfaces

Human-Computer Interaction

Computer-supported Cooperative Work

Remote Collaboration

Workspace Awareness

Mixed Reality

Figure 1.3: Research context overview.
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1.5 Objecধves and Methodology

The research present in this dissertation is targeted to answer the question of how
to leverage face-to-face remote collaboration using perception manipulation. There-
fore, we will focus on studying perception manipulation techniques in mixed reality
environments with shared 3D workspaces. Furthermore, we will employ in all stages
of this dissertation a user-centeredmethodology based on user studies to validate our
research statement and answer the previously identified research questions.

We will meet the following objectives:

Objecধve 1: We will define percepধon manipulaধons for face-to-face collaboraধon.

Wewill identify and analyze seminal research onperceptionmanipulation from
literature inmixed reality environments, presence, and social psychology to out-
line how perception manipulation can be applied to remote collaboration. Ac-
cordingly, we will contribute perception manipulation techniques focused on
enhancing workspace awareness and promoting the sense of “being there.”

Objecধve 2: Wewill design and implement rapid prototyping tools to make building remote inter-
acধons accessible.

Towards this objective, we will develop the Creepy Tracker Toolkit. The toolkit
will focus on providing the technological foundations to experiment and de-
velop rapidly interactive experiences requiring non-invasive full-body tracking
data and virtual representations of people. Furthermore, the toolkit must pro-
vide support for developing both co-located and remote interactions.

Objecধve 3: We will evaluate workspace awareness using variaধons of the shared workspaces,
individual point-of-view, and remote person’s virtual representaধon.

We will investigate multiple workspace conditions using different combina-
tions of personal space and task space. The main goal is to determine the
effects on people’s perception of the reference space by manipulating the
remote collaborators’ point-of-view, remote embodiment, and the form the
workspace should be presented.
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Objecধve 4: We will contribute body manipulaধon techniques to improve deicধc gestures.

Wewill develop and evaluate a body distortion approach to improve the percep-
tion of pointing gestures to communicate out-of-reach objects in virtual collab-
orative environments. The ability to correctly perceive pointing gestures facili-
tates collaboration by making the communication task more natural.

Objecধve 5: We will contribute body manipulaধon techniques to improve close face-to-face col-
laboraধon.

Wewill develop and evaluate a perceptionmanipulation techniques to improve
face-to-face collaboration in shared 3D workspaces by manipulating person
space, task space and reference space in subtle manners. Furthermore, we will
propose an integration of person space, task space, and reference space to mini-
mize the need for remote collaborators to constantly switch attention between
other collaborators’ space and the workspace, thus improving collaboration.

1.6 Results

This research contributed original ideas, knowledge and practices to HCI, CSCW,
and 3DUI. Next, we enumerate the major results of this research:

1. Wecontributed the theoretical grounds for using perceptionmanipulation and
illusions to improve remote collaboration in mixed reality environments. Our
work differed from the state-of-the-art in the sense that instead of relying upon
visual illusion to manipulate reality, our approach reshapes the way people’s ac-
tions are presented to a local observer without losing the message collaborators
want to express.

2. TheOpenSourceCreepyTrackerToolkit—a set of tools for rapid-prototyping
context-aware applications, that incorporates body tracking, interactive sur-
faces, and point-cloud representation of people. Where we explored different
scenarios that can be implemented using our toolkit and discussed practical
considerations obtained from a system’s performance evaluation. The Creepy
Tracker toolkit served as the technological foundation for all the prototypes
introduced in this dissertation.
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3. An assessment of different manipulation techniques to improve workspace
awareness in a face-to-face remote collaborative 3D workspace using different
collaboration conditions. Resulting in the proposal of a new shared virtual
workspace, called Negative Space, linking two remote physical spaces, while
providing a sandbox for interacting with 3D content.

4. Warping Deixॾ, a novel body warping technique to improve how deictic ges-
tures to distance targets are interpreted in mixed-reality environments. With
Warping Deixis, we also contributed techniques to redirect arm poses applica-
ble to different representations of virtual humans and a user study evaluating
the impact of our approach in referent identification tasks. Results from a user
study suggested that warping the pointer’s arm can significantly reduce misun-
derstandings about the target’s position.

5. Altered Presence as an interactive approach to integrating person space, task
space, and reference space for face-to-face remote collaboration in mixed real-
ity. Our Altered Presence approach ensures that opposing participants share
the same perspective of a shared 3Dworkspace and distorts gestures performed
by a remote person to present a corrected virtual representation of those ges-
tures to the local participant using body warping. We also contributed imple-
mentation details on warping techniques to reshape the gestures on virtual rep-
resentations of people, anduser study evaluating the impact of our approachon
workspace awareness. Results suggested improvements in awareness, presence,
and interactions between remote collaborators in shared 3D workspaces.

1.7 Organizaধonal Overview

This dissertation is structured into the three major parts – corresponding to the the-
oretical formulation of our approach, the technological infrastructures developed to
carry out this research, and the experimental design used to acquire and report the
created knowledge. Figure 1.4 shows a visual overview of the dissertation and the
inter-relation between parts and chapters. Next, we introduce the components of
this dissertation.

11
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Part I

Theory
Part III

Experimental
Design

Part II

Technology

2. Background and
Related 

3. Perception
Manipulation

6. Investigating Workspace
Awareness in 3D Face-to-face 
Remote Collaboration

7. Distorting Gestures to 
Improve Perception

8. Reshaping Gestures for
Seamless Face-to-face
Remote Collaboration

4. The Creepy Tracker Toolkit

5. Creepy Tracker in Action

motivates

motivates

enables

validates

guides the design of

enables
enables

enables

Validates

Informs

informs

informs

9. Conclusions and
Future Work

Figure 1.4: Overview of the dissertaধon chapters and their inter-relaধon.

z Part I: Percepࣅon Manipulaࣅon to Improve Collaboraࣅon

The first part of this dissertation covers the theoretical foundations of our approach
and defines the concept of perceptionmanipulations applied to remote collaboration
to make it clear, measurable, and understandable by empirical experimentation.

In Chapter 2 we present an overview of the research field that forms the framework
for this thesis. It introduces a survey of the state-of-the-art on workspace awareness,
remote collaboration, interpretation of gestures, and virtual representations of peo-
ple. In its discussion,we compare thepresented relatedworks tohighlight thebenefits
and limitations that motivate our approach. In Chapter 3, we present our approach,
and we hypothesize how can perception manipulation techniques be applied to re-
mote collaboration to improve workspace awareness in face-to-face interactions.
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z Part II : Prototyping Co-located and Remote User Experiences

The second part of this dissertation details the technological tools developed to sup-
port the context-aware evaluation prototypes created to evaluate the co-located and
remote user experiences. InChapter 4, we2 introduce theCreepyTrackerToolkit, our
approach to tracking people and capture virtual representations of people. We start
by presenting the motivation, layout the toolkit’s components, and describe the im-
plementation details. Then, we disclose the results of the system’s performance eval-
uation. Chapter 5 adds the description of how to use the Creepy Tracker Toolkit for
prototyping context-aware user experiences. First, we introduce client-side develop-
ing details and then demonstrate the tracker’s capabilities in five different application
scenarios.

z Part III: Exploiࣅng Percepࣅon Manipulaࣅon to Enhance Workspace
Awareness

The third and final part of this dissertation embodies the experimental approaches
accomplished to validate the research statement.

In Chapter 6, we investigate how tomaintain workspace awareness in a virtual vol-
umetric workspace connecting two physical remote rooms. We present an evalua-
tion comparing four different workspace conditions in which we varied reflections
of both workspace and remote representations of people. The chapter ends with a
discussion of the results. Chapter 7 introducesWarpingDeixis, an approach aimed at
improving the perception of deictic gestures in mixed reality collaborative scenarios
using body warping. In this chapter, we detail our body warping approach, describe
the evaluation procedure and methods, and discuss the results. Chapter 8 is the fi-
nal chapter of Part III related to the experimental design. In this chapter, we present
our perceptionmanipulation approach to improvingworkspace awareness in remote
face-to-face collaborative scenarios. Furthermore, we describe the user evaluation, de-
tail the implementation of the evaluation prototype, and endwith a discussion of the
results.

2The use of the plural ’we’ in Part II and Part III refers toMaurício Sousa, Joaquim Jorge, and the
co-authors acknowledged at the end of each chapter.
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INTRODUCTION

This dissertation concludes in Chapter 9 with an overview of the presented research,
a summary of the results and contributions, and pointers for future work. Finally,
drawing inspiration from comic book trade paperbacks, I compiled a collection of
doodles, sketches, anddrawingsmade to assistme in solvingproblems andmaterialize
ideas during this dissertation.

14







Part I

Perception Manipulation to Improve
Collaboration

Inthis firstpartofthedissertation,we investigate the operationalization of
perception manipulation for improving workspace awareness in face-to-face remote
collaboration in shared 3Dworkspaces. First, in Chapter 2, we survey related work in
remote collaboration, virtual representations of remote people, workspace awareness,
and human interpretation of nonverbal communicative gestures. We also present, in
Chapter 2, exploratory work that contributed with knowledge and experience to the
main path of this thesis. Last, in Chapter 3, we introduce our approach and describe
how to leverage perception manipulation techniques to improve awareness in face-
to-face collaboration.
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2
Background and Related Work

Thischapter providesa part introductionof previousworks related to this
dissertation. The work developed in this dissertation builds on top of previous re-
search concerning remote computer-aided collaborative work in shared workspaces.
LorenTerveen [148] defines collaboration as the “process inwhich two ormore agents
work together to achieve shared goals”. Terveen also considers that to achieve collabo-
ration agentsmust: agree on the shared goal(s); allocate responsibility and coordinate
with each other by determining what action should be accomplished; share a com-
mon context to continually evaluate the effects of their actions and decide whether
or not they are pursuing a correct course of action; communicate with each other
and observe each others’ actions; and finally, adapt and learn with each other. These
fundamental aspects of collaboration are not straightforward to achieve in remote
settings where people are not present in the same physical space. However, there is a
great body of previous research on creating remote collaborative experiences suggest-
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ing that staying aware of others is crucial to the fluidity and naturalness of collabora-
tion [54].

We first introduce the key concepts and importance of workspace awareness in
computer-aided collaborative work. Then, we cover previous research proposed in
literature addressing virtual meetings and approaches to facilitate co-located encoun-
ters between remote people. We also discuss context-aware environments and sensing
methods and the production and interpretation of deictic gestures in collaborative
environments. The surveyed literature is followed by a discussion on the open chal-
lenges presented by the state-of-the-art and how it related to our proposed approach.

2.1 Workspace Awareness

Seminal research on collaborative writing [16, 43, 148] have identified the fundamen-
tals of collaboration as information sharing, knowledge of the group, individual activ-
ity and coordination. Though, at the same time, Dourish and Bellotti [35] abstracted
these fundamentals and propose the concept of Awareness as the ”understanding of
the activitiॽ of others, which providॽ a context for your own activity”. In simple terms,
awareness is ”knowing what ॾ going on” [37]. More specifically, prior works suggest
that awareness have these four characteristics [2, 37, 54, 109]:

Ü Awareness is knowledge about the state of an environment bounded in time
and space.

Ü Environments change over time, so awareness is knowledge that must be main-
tained and kept up to date.

Ü People interact with and explore the environment, and the maintenance of
awareness is accomplished through interaction.

Ü Awareness is a secondary goal in the task – that is, the overall goal is not simply
to maintain awareness but to complete some task in the environment.

With this, Greenberg et al [48] identified four overlapping types of awareness that
people naturally maintain in collaborative activities (Figure 2.1):
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Awareness

Informal Group-Structural Social Workspace

Feedthrough Intentional
Communication

Consequential
Communication

Figure 2.1: Taxonomy detailing the different types of awareness.

1. Informal Awareness – the knowledge of who is collaborating and what activities
they are engage with;

2. Group-structural Awareness – the knowledge about people’s roles, responsibili-
ties, their positions on a issue, their status and group processes;

3. Social Awareness – the information that a person maintains about the others
in a social context using nonverbal cues. This information can whether be if
another person is paying attention, their level of interest or emotional state;

4. Workspace Awareness – the knowledge about the ”who, what, where, when and
why” questions that inform people about the change environment.

In Table A.1 and A.2 of the Appendix 1, we show the full list of elemental ques-
tions that inform workspace awareness. Workspace awareness relates to the contents
and the immediate changes that occur in a shared workspace, it also relates to what
actions people are doing. Thus, workspace awareness can be defined as the ”up-to-the-
moment understanding of another person’s interaction with a shared workspace” [54].
Greenberg et al [48] suggest that workspace awareness is different from the other
types of awareness because its integral role in collaboration. In a way that comprises
the identityof those in theworkspace, their location, their activitiॽ and the immediacy
of changॽwith which others’ activities are communicated. This real-time knowledge
of another person’s interactions and the effects on the workspace is essential to an ef-
fective collaboration. After all, working together causes people to undertake the addi-
tional task ofmaintaining the collaboration. Whenworking alone, as depicted in Fig-
ure 2.2 (Left), people are solely focused on completing the domain tasks required to
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Figure 2.2: Domain and collaboraধon tasks (from Gutwin and Greenberg [54]).

achieve their goals. However, in a collaborative setting, meeting participants have to
constantly carry out the collaboration tasks of communication and decision making,
apart from their individual domain tasks, as depicted in Figure 2.2 (Right). Hence,
an inadequate awareness of the workspace makes people perform more challenging
and awkward collaboration tasks which, in turn, causes the domain tasks to be more
laborious.

To achieve workspace awareness, Dourish and Bellotti [35] suggest that people en-
gaged in collaboration should have at their disposal a shared feedback of the results
from the others’ actions. Additionally, Gutwin andGreenberg [54] suggest that peo-
ple achieve awareness naturally in the everydayworldusing the followingmechanisms
(Figure 2.1): feedthrough, consequential communication and intentional communica-
tion. Feedthrough is the ability to perceive how the artifacts within the workspace
change as they are beingmanipulated, if actors and artifacts are visible. Consequential
communication related to the perception of where people are looking (gaze aware-
ness) and if the their actions can be understood by seeing the performance of that
action (visual evidence). Lastly, intentional communication happens when people
are able to include gestures to qualify verbal references to artifacts on the workspace
(deixॾ or deictic gesturॽ) and use demonstrations to convey actions. It is also include
in intentional communication, overheard knowledge from verbal communication
about what people are doing or planning to do, also known as outlouds. As men-
tioned, these mechanisms can all be achieved in co-located encounters, yet their are
extremely difficult to acquire in remote collaboration because of current technolog-
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ical limitations. Low fidelity representations of remote people, not seeing the full
picture of what is happening, lack of presence and the separation of task and per-
son space, all contribute to a decrease in workspace awareness. Adding to this, the
perception of deictic gestures vary from the person performing the gesture and the
observer, which deeply hinders communication during collaboration when people
are physically collocated. In remote collaboration, this issue further undermine the
perception of intentional communication. More specifically, failing to understand
the exact target of a pointing gesture impede the capacity for people to correctly be
aware of the collaborative task’s context.

Despite that, workspace awareness has an decisive role in improving the following
aspects of collaboration [54]:

Ü Managing coupling – Maintaining workspace awareness facilitate transitions in
focus between loosely and tightly-coupled collaboration activities.

Ü Simplificaধon of communicaধon –The ability to use and observe nonverbal com-
munication cues, reduces the complexity and length of the dialog.

Ü Coordinaধon of acধon – Coordination is facilitated because everyone is atten-
tive to the actions of others. Robinson [121] proposes that coordination can be
achieve during explicit communication when people naturally determine what
to do, the division of labor, how they assist one another and how they deal with
different tasks performed simultaneously.

Ü Anধcipaধon – Consisting of actions and decisions based on the prediction of
what the others will do. For this, people can take advantage of the information
that can be provided from consequential communication and outlouds.

Ü Assistance –Awareness helps people determine what assistance is required and
what is appropriate to complete tasks. The necessity for assistance can be antic-
ipated when difficulties in performing tasks are observable.

Our work follows the workspace awareness fundamentals to improve remote col-
laboration. We hypothesize that perception manipulation techniques can facilitate
access to the knowledge of what actions remote people are performing and their im-
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pact on the artifacts present on the shared workspace in remote face-to-face encoun-
ters.

2.2 Virtual Meeধngs and Remote Encounters

In virtual meetings, technology plays a decisive role in providing the necessary means
for people to communicate and collaborate while not sharing the same space. Wolff
et al. [161] argued that systems that enable virtual meetings can be categorized into
audioconferencing, groupware, videoconferencing, telepresence and collaborative mixed
reality systems. Regarding videoconferencing and telepresence, there is research ad-
dressing the interpersonal space of the people involved in virtual meetings, by pro-
viding a broadcast of a single person to the group.

In virtual meetings the sense of presence of remote people has an important role
in the capacity if people to communicate and collaborate. Previous research sug-
gests that utilizing full or upper-body representations improves awareness [19, 29],
since a richer vocabulary combining body language with speech can be used. Fur-
thermore, having an understanding of the other person’s gaze [107], communicative
gestures [18, 80] and deictics [44, 141] are known to improve remote collaboration.
Traditional systems do enable communication and even eye contact [68, 107] using
video streams [42]. Sellen [129] suggested a system where remote people were rep-
resented by individual video and audio terminals, called Hydra. And, MAJIC [65]
employed life-size projections of remote people to enable multi-party interactions.
Morikawa and Maesako [106] follows a shared space approach and introduces Hy-
perMirror to display local and remote people on the same screen, preserving each
participant’s interpersonal space. InOffice of the Future, Raskar et al. [118] suggested
that distant spaces can be blended for participants in a virtual meetings to collaborate
while seeing each other as they were in the same place. Greenhalgh and Benford [50]
presented MASSIVE, a virtual environment for life-size telepresence. Later, Gross et
al. [52] utilized a projection-based CAVE approach to life-size telepresence also using
a virtual environment.

Recent developments in commodity depth cameras enabled 3D representations
that permit a more reliable life-size scale portrayal of remote people. Jones et al. [74]
presented a telepresence approach that ensures of gaze and eye contact cues between
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B) Maimone and Fuchs, 2011 C) Orts-Escolano et al. 2016

A) Pejsa et al. 2016

Figure 2.3: Previous research featuring full body representaধon of remote people.

an audience and a remote person. They resorted to the transmission of the remote
person’s scanned face into a 3D display. Maimone et al. [95](Figure 2.3B) presented a
proof-of-concept telepresence system that enables 3D capture of a remote person and
resorts to a 3D display for correct visualization. Beck et al. [17] presented an immer-
sive telepresence system that allows distributed groups to meet and explore a virtual
world. There is also previous research in utilizing mixed and augmented reality to
bring remotepeople to the local environment. Pejsa et al. [113] employs depth cameras
combined with commodity projectors to capture and render life-size representations
of people creating the illusion of co-presence (Figure 2.3A). Orts-Escolano et al. [111]
with Holoportation, utilizes custom depth cameras to render high-quality, real-time
reconstructions of people, furniture and objects (Figure 2.3C). As well, Gotsch et
al. [47] introduces TeleHuman2, a telepresence system that conveys full-body 3D
video of interlocutors using a human-sized cylindrical light field display.

Preserving each participant’s singular interpersonal space enable communication,
however, focusing on the interpersonal space renders the user experience not appro-
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A) In front of a white board B) Over a table C) Through a glass window

Figure 2.4: Three metaphors of seamless space for shared drawing and face-to-face conversaধon (from Ishii
et al [68]).

priate to jointly create content. People need to meet in a shared space to perform col-
laborative work [30]. Thereby, Buxton [29] argued that virtual shared workspaces,
enabled by technology, are required to establish a proper sense of shared presence, or
telepresence when collaborating. Conventional telepresence systems rely on a sepa-
ration between person space and task space, yet Buxton [28] suggested that it is also
important to meet in a shared space to collaborate and identified the reference space
as the shared locus were people can refer to portions of the workspace using gaze or
deictic gestures. The reference space depend on the integration of person and task
spaces to create a seamless and continuous spacewhere people are able to benefit from
the consequential and intentional communicationmechanisms required tomaintain
workspace awareness. Studying the integration of person and task spaces to create a
seamless space, Ishii and Kobayashi [68] identified three groupware metaphors (de-
picted in Figure 2.4):

Ü ”talking in from of a whiteboard” or whiteboard metaphor – This metaphor
takes advantage of the common board orientation to present to the people col-
laborating a side-to-side visualization of the workspace. However, since people
are in a side-to-side formation, people have to be constantly shifting their at-
tention between task space and the others’ person space to perceive any of the
workspace awareness mechanisms.

Ü ”talking over a table” or table metaphor –Thismetaphor is familiar and derives
from sitting on opposite sides of a table. Is is quite suitable for face-to-face com-
munication because two participants can easily see each other’s face. However,
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the orientation of the workspace becomes upside-down for one of the parties
and applying a different point of view for each person renders the consequen-
tial and intentional communication mechanisms unreliable.

Ü ”talking through a glass window” or glass window metaphor – This metaphor
profits from thenonexistent necessity to shift focus between the task andother’s
person space and requires less eye-movements. However, participants do not
share the same task space orientation, which obstructs the perception of the
consequential and intentional communication.

Apart from the whiteboard metaphor, both table and glass window metaphors
present mismatched views of the task space due to the participants’ opposing points-
of-view. On the table metaphor one of the participants perceive the task space to
be on the wrong-side-up, and on the glass window metaphor the task space appears
backwards. Indeed, this poses a challenge in awareness, however in computer-aided
collaboration with digital content the task space can be rendered in a that to present
exactly the same point-of-view to each participant. This task space delivery approach
is known as WYSIWIS (What You See Is What I See - pronounced “whizzy whiz” ).
In ”strict” WYSIWIS, every participant perceive the exactly same task space [137].

The whiteboard metaphor improves collaboration in the sense that having a
common context imposes a shared focus, which complements our memory capa-
bilities [138]. However, when in remote collaboration, the whiteboard metaphor
hinders the capacity to recognize consequential and intentional communicative
cues, since all participants are on the same side facing the task space. Tanner and
Shah. [146] proposed a side-by-side approach that exploits multiple screens. One
was used for content creation and another to display a side view of the remote
user. Side-by-side interactions allow people to communicate and transfer their
focus between watching and interacting with others and the task space [146]. Yet,
as identified by Ishii and Kobayashi [68] and Gutwin and Greenberg [54], the
cognitive workload of being constantly shifting focus between both task space and
person space is mentally demanding and complicates further the task of maintaining
the collaboration going. To deal with the visualization of remote people, Tang et
al. [140] introduces the whiteboard VideoArms approach, which renders the remote
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Figure 2.5: Higuchi et al. [63] whiteboard metaphor using the A) ধlধng whiteboard and the B) extended
arm approaches.

people’s arms on to the task space. The VideoArms approach provides intentional
awareness but offers limited consequential awareness, since participants do not share
gaze awareness. Furthering the concept of rendering person spaces on top of the task
space, Kunz et al. [86], with CollaBoard, employed a life-sized video representation
of remote participants on top of the shared workspace on a digital whiteboard. In
the same way as the VideoArms [140] approach and despite rendering upper-body
representations of remote people, CollaBoard [86] makes it difficult for participants
to share gaze and, as a consequence, also offers limited consequential awareness. In a
different fashion, Higuchi et al. [63] presents Immerseboard, a remote collaboration
approach that employs a depth camera mounted on the side of a large touch display
to acquire the front facing side of remote participants. In Immerseboard, Higuchi et
al. [63] studied multiple approaches to afford workspace awareness. By tilting the
virtual task space, as demonstrated in Figure 2.5A, participants are able to perceive
feedthrough, consequential and intentional communicative cues. However, some
usability studies suggested that the perspective introduces imprecision in perceiving
the task space. Also, Higuchi et al. [63] also studied a extended arm approach
(Figure 2.5B) to account for all workspace awareness mechanisms. Yet, imposing
the person space on top of the task space decreases the visibility of the workspace’s
artifacts, causing a decrease in feedthrough.

The table metaphor exploits the concept of bringing people together face-to-face
as if they were working on the same table. Nonetheless, remote collaboration
presents the concern on how to depict the person space of remote participants.
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Tang et al. [140] also presents a tabletop approach contained in VideoArms. Their
tabletop approach follows the same principles of VideoArms on a whiteboard,
rendering the remote people’s arms on top of the task space. Genest et al. [45] with
KinectArms proposes a low-cost toolkit that helps groupware developers build
similar arm embodiments with a minimum of effort. Junuzovic et al. [78] presented
the Illumishare approach that combines physical and virtual objects on arbitrary
surfaces enabling participants to collaborate in a common reference space, sharing
the same point-of-view. BeThere [134] resorted to depth sensors and augmented
reality to render the remote participants hand enabling deictics. These approaches
focus on rendering representations of remote participants’ arms with little support
for consequential communicative cues, despite providing for adequate feedthrough
and intentional information. Though, Benko et al. [20] presents MirageTable

A) Ishii et al. 1992 B) Zillner et al. 2014 C) Li et al. 2014

D) Benko et al. 2012

E) Leithinger et al. 2014

Figure 2.6: Previous research featuring remote collaboraধon in a shared workspace.
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(Figure 2.6D), an interactive system designed to merge real and virtual worlds into
a single spatially experience on top of a table. MirageTable employs a depth camera
to track the user’s eyes and perform a real-time capture of both the shape and the
appearance of any object placed in front of the camera, including user’s body and
hands. By projecting a 3Dmesh of the remote user, captured by depth cameras, onto
a table curved upwards, a local person can interact with the virtual representation of
a remote user to perform collaborative tasks. Participants share the same task space
to interact with 3D physical objects, although the MirageTable remote collaboration
experience is akin to sitting at the same desk opposite of one another which is prone
to the occlusion issues discussed previously in §1. More recently, Leithinger et al. [90]
(Figure 2.6E) proposed a physical telepresence approach based on shared workspaces
with the ability to capture and remotely render the shapes of people and objects.
With the Leithinger et al. [90] approach two remote participants can manipulate
physical shapes in a face-to-face or corner-to-corner formation on the sides of the
shared workspace. Similarly to MirageTable, Leithinger et al. [90] approach have
limited support for intentional communication due to the same occlusion issues.

The glass window metaphor does not produce any coordination issues since each
participant task space is isolated from their partners. Furthermore, this metaphor
have integrates the interpersonal space with the shared workspace, resulting in a ex-
pedited work flow, enabling seamless integration of live communication with joint
collaboration. The glass window metaphor was first used by Tang and Minneman
in VideoDraw [144]. VideoDraw used video cameras to capture and super-impose
remote people’s hands behind the a drawing task space on horizontal displays. Fol-
lowingVideoDraw, Tang andMinneman introducedVideoWhiteBoard [143], where
shadow representations of people were also rendered behind the task space. Both
approaches were adequate in providing feedthrough, but provided no consequen-
tial information and had limited support for intentional communicative cues. From
the ideas presented by Tang and Minneman [144, 143], Ishii and Kobayashi [68] in-
troduces Clearboard (Figure 2.6A), a videoconferencing board that connects remote
rooms to support informal face-to-face communication, while allowing users to draw
on a shared virtual surface. In Clearboard, two participants can engage in collabora-
tive drawing tasks while seeing each other face-to-face. To correct for the inaccurate
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reference system, the authors resorted to WYSIWIS approach combined with hor-
izontally reversal of the video streams to establish the same point-of-view for both
participants as if they were side-by-side. And therefore, preserving feedthrough, con-
sequential and intentional communication in 2D tasks. Li et al. [91] (Figure 2.6C) re-
iterated Ishii and Kobayashi [68] findings and suggested that to maintain workspace
awareness in face-to-face interactions, telepresence systems should resort to selective
image reversal of text and graphics, also known as relaxed WYSIWIS (relaxed what-
you-see-is-what-I-see) approach.

The glass window metaphor also contributes with the technological challenge of
capturing the representation of remote people. Previous related work using the glass
windowmetaphor relied on rendering remote streams of video. Using video cameras
seems straightforward, however due to people’s proximity to the surface displaying
the workspace, video cameras need to be positioned at an angle facing the partici-
pants. This can create awkward renditions of remote people with distorted images
with a different perspective from the observer. For this, Wood et al. [164] introduces
the ShadowHands Technique for visualizing the remote person’s hand gestures us-
ing a 3D model hand reconstruction using a depth camera. Yet, reconstructing only
the remote participants’ hands limits the possibility to user consequential commu-
nication. In ImmerseBoard’s Mirror technique that followed the Clearboard’s [68]
approach, Higuchi et al. [63] concluded that using a depth camera mounted on the
side of the task space, originated a rendition of remote people with low quality. Nev-
ertheless, Zillner et al. [166], with the 3D-Board approach, concluded that multiple
depth cameras can be combined to capture a 3D representation of remote people.
With 3D-Board, Zillner et al. demonstrated, that a face-to-face telepresence approach
using 3D reconstructions of remote people improves effectiveness when compared to
a side-by-side setting (Figure 2.6B).

2.3 Context-aware Environments and Tracking Humans

Mark Weiser [155] suggested that computing technologies would move beyond de-
vices towards being embedded in the environment, in order not to intrude on peo-
ple’s daily tasks. Indeed, ubiquitous environments are becoming commonplace due

31



BACKGROUND AND RELATEDWORK

to the rise of interactive devices and advances on sensing technologies [120]. There-
fore, by sensing the situation of the environment, digital systems can use that knowl-
edge to infer intent to interact [127]. Context-aware interactions can thus exploit
what is happening in close proximity of a person or device. Matthews et al. [103]
developed a toolkit that examines context by grabbing users’ attention to peripheral
displays. Annett et al. [4] demonstrated a proximity-aware tabletop that determines
users’ presence, position and the arm which is interacting with the display. Jota et
al. [101] described the interaction design space on and above horizontal interactive
surfaces. Interactive vertical display interfaces can also benefit from the environmen-
tal context. Vogel et al. [152] proposes an interaction framework for interactive public
displays. The authors map out the area in front of a vertical display into ambient, im-
plicit, subtle and personal interactive spaces. When a person is transitioning between
those spaces, the ambient display can display different contextual information based
on the person’s proximity, ranging from public details at a distance to a more pri-
vate information, when in close proximity. Also, with proper sensing technologies,
context-aware systems can react to the normal everyday interactions of groups of peo-
ple [100]. EdwardHall introduces the ProxemicTheory [56] and observed that space,
distance andorientationbetweenpeople impact theway they interactwith eachother.
Ballendat et al. [13] suggested that knowledge about the way people position them-
selves canbe exploited inubicompenvironments to start or end interactions, establish
connections, and even, automatically transfer personal files between devices. Pushing
this notion further, Marquardt et al [96, 99] applied proxemics to explore the design
space in ubicomp environments to mediate interactions between people and their
personal and public devices, as demonstrated in Figure 2.7.

A B C

Figure 2.7: The Proximity Toolkit keeps track of the A) enধধes (person, device and verধcal surface) present
in the environment and the B) proxemic relaধonships between them to provide a C) computaধonal model
for client applicaধons – Marquardt et al. [97]
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Our work builds on previous research on instrumenting the environment instead
of requiring users to carry physical tracking devices [66]. Antifakos and Schiele [5]
demonstrated that wifi networks are able to detect proximity. Fails and Olsen [39]
proposed a technique to sense hand gestures to interact with surfaces via skin color
detection using RGB cameras. However, recent developments in commodity depth
cameras allow people tracking [158] in expeditious manners.Depth cameras can dis-
ambiguate color images with depth information [3] and allow devices to estimate
human poses [132]. Wilson and Benko [159] presented LightSpace, a prototype that
combines depth cameras and projectors to provide interactions on and betweenmul-
tiple surfaces. People can transfer and manipulate objects in one surface, “pick” and
“drop” on another device. LightSpace employs multiple depth cameras calibrated to
the same coordinate system. It is also the first approach to combine depth data from
multiple depth cameras. Sousa et al. [136] also used multiple depth cameras to deal
with body occlusions in a remote collaborative environment for groups of people.
Yet, their tracking approach did not consider users’ orientation and full body tracking.
The Proximity Toolkit [98] uses sensor fusion to gather data frommultiple different
tracking systems to gather proxemic data about people and devices. The toolkit com-
bines skeletondata fromdepth cameras for body trackingwith amarker-based system
to track devices. Developers can create user experiences using both the tracked enti-
ties and the proxemic relationships between them. Despite having the same motiva-
tion, our approach focuses not on the relationships between entities, but rather deals
with combining multiple depth sensors. In this work, we address resolving multiple
skeletons into persons, choosing the optimal sensor for each person while avoiding
orientation errors when tracking people from behind.

More recently,Wu et al. [165] presented EagleSense (Figure 2.8), a top-view camera-
based system for tracking people’s position, orientation and activities. A top-view ap-
proaches minimize body occlusions by other people, although, as reported by the au-
thors, this approach proves to be difficult when acquiring body skeleton joints. Seyed
et al. [130] introduced the SoD-Toolkit. It offers a set of tools for tracking people, in-
teractions between them and devices using multiple sensors.
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Figure 2.8: The EagleSense recogniধon system for human posture tracking and acধvity recogniধon using a
single top-view depth- sensing camera – Wu et al. [165].

To achieve the goal of improving workspace awareness in face-to-face remote col-
laboration with 3D digital artifacts, as proposed in our research statement, this work
relies on context information of the environment to infer participants’ intentions to
interaction with the task space. Moreover, to provide for compelling telepresence
experiences for collaboration with 3D objects, contextual information of the envi-
ronment and the participants’ posture are required [32]. Yet, the above mentioned
approaches that constitute the related work on capturing context data are not opti-
mized to support rapid-prototyping of remote collaborative experiences. Thus, it is
the intention of this research to also contribute a tracking approach focused on re-
mote collaboration and telepresence.
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2.4 Virtual Representaধons of People

Toenable collaboration,mixed reality environments should rely on complete portray-
als of people to allow for the understanding of nonverbal cues in addition to normal
speech communication. Nonverbal communicative cues include facial expressions,
gaze, body posture, deixॾ to indicate objects referred to in speech [104], and howpeo-
ple utilize the space and position themselves when communicating (Proxemics [56]).
Being able to perceive such nonverbal cues is beneficial for the sense of co-presence
and helps people to communicate naturally [28]. For this reason, such environments
rely on virtual representations of people to provide the necessary awareness [55] of
the collaborator’s activities.

Early groupware approaches employed telepointers and cursors [49] as a mean to
provide awareness of people’s actions on a shared workspace. However, telepointers
and cursors provide limited knowledge about people’s gestures, making it impossible
to anticipate their actions. Hence, dynamic representations of arms [141, 142] and
hands [134, 164] have been studied to convey such nonverbal cues, yet yielding lim-
ited awareness of other people’s presence. Indeed, the more realistic fully 3D rigged
virtual avatars are, the better they convey the feeling of co-presence [72]. Recent devel-
opments in commodity depth cameras enabled lifelike 3D full-body reconstructions
of people. For example, Maimone et al. [95] presented a telepresence approach that
employed full-body reconstructions of people in a 3Ddisplay for correct visualization.
In the case of Beck et al. [17], 3D reconstructions are applied to virtual worlds where
distributed groups meet. There is also previous research in utilizing Mixed and Aug-
mented Reality to bring remote people to the local environment. Pejsa et al. [113]
employed commodity projectors to render life-size representations of people creat-
ing the illusion of co-presence. Furthermore, Orts-Escolano et al. [111] demonstrated
high-quality reconstruction through head-mounted displays, creating an experience
akin to physical presence.

The state-of-the-art suggests that full body virtual avatars can convey natural non-
verbal communication cues essential for collaborating in a shared environment. Our
research builds on this previous work to improve the perception of pointing gestures
by manipulating the way virtual embodiments are presented to people in mixed real-
ity environments.
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2.5 Deixis in Mixed Reality Collaboraধve Environments

Pointing gestures are an important nonverbal communication tool to coordinate and
maintain a up-to-date understanding of the context when collaborating, yet there
are situations where people experience difficulties describing verbally distal referents
with hard-to-describe shapes or locations [85]. In these cases, the ability to observe
pointing gestures facilitates collaboration by making the communication task more
natural.

Fussel et al. [41] suggested that, in collaborative distributed settings, perceiving
gestures improves task performance. Indeed, deictic references increase workspace
awareness by allowing people to qualify verbal references to artifacts in a shared
workspace [54]. However, Wong and Gutwin [163] suggested that using deictic
referencing in mixed reality environments is more demanding than in the real
world due to narrow fields of view (FOV) and poor resolution of current display
technology.

Previous works showed that awareness cues can effectively support communi-
cation, such as using virtual pointers [49, 36, 110] or enhancing the collaboration
through highlighting visual and audio cues [21, 117]. Yet, virtual pointers can provide
inadequate or conflicting augmentations of pointing and produce a direction
different from the pointers arm, and highlighted objects may notmatch the pointing
gesture. Also, target highlighting is limited to predefined objects and its discrete
movement makes it harder to control. When used in a collaborative environment
these can contribute to clutter [163]. Furthermore, Piumsomboon et al. [115]
concluded that such enhancements could obfuscate important social cues (facial
expression or body gestures). Despite that, Piumsomboon et al. [116] introduced
Mini-Me, an adaptive avatar that uses redirected gaze and gestures, and found that
their approach was successful in improving user’s awareness of their partner in a
collaborative mixed reality interface.

Our work focuses on improving the perception of deictic references, and conse-
quently, expedite collaboration. Thus, our approach exploits the concept of gesture
redirecting by warping virtual representations of people in an imperceptible way,
without losing other important social cues.
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2.6 Producধon and Interpretaধon of Deicধc Gestures

Gestures to indicate referents typically include extending a body part (e.g., fingers,
hands, eyes, head) towards an object or location [81]. Pointing at things is both a
natural and ubiquitous practice during communication. Wong and Gutwin [162]
suggested that people are “experts at (…) interpreting deictic gestures”. Yet, people
often fail to determine the exact location to which another person is pointing to.

The perceptual accuracy of discerning referents of pointing gestures depends on
whether the pointing gesture is proximal or distal [128]. When indicating proximal
referents (proximal pointing), pointers are able to touch the target and observers can
identify referents with confidence [15]. In contrast, when pointing at distal referents,
people usually align the tip of their pointing finger with their dominant eye [160].
Indeed, ray pointing techniques using the eye to index finger vector have been em-
ployed to detect pointing gestures for object selection andmanipulation inMixedRe-
ality [24, 89, 154, 114, 153] and large scale displays [6, 76], since they offer an high level
of accuracy [76]. Despite that, previous research suggested that interpretation of dis-
tal pointing is an extrapolation of the vector defined by the pointer’s posture [15, 160].

Figure 2.9: Misunderstanding poinধng gestures. The Figure (from Herbort and Kunde [61]) illustrates the
linear extrapolaধon of the eye–finger line (A), the linear extrapolaধon of the arm–finger line (B), and an
exemplar nonlinear, human extrapolaধon of the arm–finger line (C). Although most observers would think
that the person in the inset is poinধng to C, the pointer was instructed communicate A.
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Herbort and Kunde [61] proposed that this difference between production and
interpretation accounts for the systematic spatial misunderstanding of pointing ges-
tures to distant referents. Notably, people carrying out a vector extrapolation exercise
often exhibit a bias toward horizontal or vertical axis [23]. Salomon [124] suggested
that human attempts at vector extrapolation deviates from a geometric linear extrap-
olation. Insomuch as people observing the arm to index finger vector in Figure 2.9
would interpret a target position between locations B and C.

Herbort andKunde [61] asserted that people interpret pointing gestures by using a
nonlinear extrapolation of the pointer’s arm-finger vector. This non-linearity charac-
teristic of perceiving pointing gestures, can be described as a Bayesian-optimal integra-
tion of a linear extrapolation of the arm-finger vector and the observer’s prior assump-
tions about likely referent positions. Following this insight, Herbort andKunde [61]
introduced a predictive Bayesianmodel of pointing gesture interpretation to estimate
the position of referents. Their model is based on the assumptions that participants
engage in geometric extrapolation of the arm–finger line or eye–finger line and par-
ticipants integrate the geometric extrapolation and a priori information according to
Bayesian theory [82, 84]. The proposed Bayesian model can be expressed as follows:

ŷBayesian =
d−2(1 − w)ygeo + wy0
d−2(1 − w) + w (2.1)

Equation 2.1 considers d as the horizontal distance between the plane containing ref-
erents and the pointer’s shoulder, ygeo as the result of geometric extrapolation, and y0
as the a priori assumed average referent position, which is set to the shoulder height
of the pointer. The Bayesianmodel also considers the free parameter w, which relates
to the variability associated with the linear extrapolations to the variability associated
with the observer’s unknown prior assumptions. The parameter w can assume values
between 0 (participants rely exclusively on geometric extrapolation) and 1 (partici-
pants rely exclusively on the a priori assumption). The authors determined values
of w individually for each participant and provided the average values for different
gesture interpretation conditions. The estimation of the referent’s position using the
Bayesian model was evaluated in a study with participants, revealing that the non-
linear extrapolation of pointing interpretation can successfully be described by the
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proposedmodel and referent estimates changed nonlinearly as a function of distance.
Moreover, the study showed that head orientation plays a marginal role in the inter-
pretation process.

In collaborative settings, this gesture interpretation issue undermines the percep-
tion of intentional communication. More specifically, failing to understand the exact
target of a pointing gesture impedes the capacity for people to correctly be aware of
the collaborative task’s context. In this research, we propose using perceptionmanip-
ulation to better match the way people interpret the location of distal referents that
the pointer wants to communicate.

2.7 Discussion

In this work, we focus on the revision of previous research on remote collaboration
over a common shared workspace. Furthermore, since the aim of our research is
to improve workspace awareness in such collaborative settings, we classified the pre-
sented related work taking into account howworkspace awareness mechanisms were
affordedby each approach. The classification is presented inTable 2.1The approaches
are listed in order to group them by the collaboration metaphor employed, starting
with the ”talking in from of a whiteboard”, then ”talking over a table” and finally
”talking through a glass window”. We also classify in regards to the close encounter for-
mation, person space, reference space and whether they support 2D or 3D artifacts on
the shared workspace (workspace artifacts).

From the proposed classification, we can identify that approaches using the white-
boardmetaphor [63, 86, 140] are successful in providing feedthrough feedback, as ini-
tially suggested by Ishii and Kobayashi [68]. However, these approaches are unable
to convey effectively consequential communication, which makes it difficult for par-
ticipants to infer if a colleague needs to be assisted or anticipate their partner’s actions.
Regarding intentional communication, Collaboard [86] and VideoArms [140] both
demonstrated that the whiteboard metaphor can provide de means for participants
to use deictic gestures. Still, they do not support other types of nonverbal cues such
as facial expressions or demonstrations.

Approaches following the tablemetaphor [20, 45, 90, 78, 134, 140] and using an in-
dividual point-of-view are unable to support intentional communication. However,
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Approach Close Encounter
Formation

Person
Space

Reference
Space

Workspace
Artifacts

Collaboration
Metaphor

Collaboard [86] Side-to-side Upper body WYSIWIS 2D Whiteboard
VideoArms [140] Side-to-side Remote Arms WYSIWIS 2D Whiteboard/Table
Immerseboard [63] Side-to-side Upper body WYSIWIS 2D Whiteboard/Glass Window
Leithinger et al. [90] Face-to-face/Side-to-side Upper body Individual POV Physical 3D Table
MirageTable [20] Face-to-Face Upper body Individual POV Virtual + Physical 3D Table
KinectArms [45] Side-to-side Remote Arms WYSIWIS 2D Table
Illumishare [78] Side-to-side Remote hands Individual POV 2D Table
BeThere [134] Side-to-side Remote hands Individual POV 2D Table
ShadowHands [164] Face-to-face Remote hands WYSIWIS 2D Glass Window
VideoDraw [144] Face-to-face Remote hands WYSIWIS 2D Glass Window
VideoWhiteBoard [143] Face-to-face Shadow WYSIWIS 2D Glass Window
Clearboard [68] Face-to-face Upper body WYSIWIS 2D Glass Window
Li et al. [91] Face-to-face Upper body relaxed WYSIWIS 2D Glass Window
Zillner et al. [166] Face-to-face Full body WYSIWIS 2D Glass Window

Table 2.1: Classificaধon of the most relevant shared workspace approaches for remote collaboraধon (Part
I).

when employing theWYSIWIS method, the reference space can support deictic ges-
tures if the person space of remote people is mirror reversed. Yet, for 3D object selec-
tion and manipulation, the support for intentional communication still is limited.

Regarding approaches following the glass window metaphor [63, 68, 91, 92, 143,
144, 164, 166], person spaces comprised solely by renditions of the remote person’s
hands are unable to convey consequential communication. Nevertheless, to convey
intentional communication cues, the glass windowmetaphor is highly effective. This
leave us to conclude that the glass window metaphor associated with full or upper

Workspace Awareness

Approach Feedthrough Consequential
Communication

Intentional
Communication

Collaboard [86] Available Limited Available
VideoArms [140] Available Limited Available
Immerseboard [63] Available Available
Leithinger et al. [90] Available Available Limited
MirageTable [20] Available Available Limited
KinectArms [45] Available Available
Illumishare [78] Available Limited
BeThere [134] Available Limited
ShadowHands [164] Available Available
VideoDraw [144] Available Available
VideoWhiteBoard [143] Available Available
Clearboard [68] Available Available Available
Li et al. [91] Available Available Available
Zillner et al. [166] Available Available Available

Table 2.2: Classificaধon of the most relevant shared workspace approaches for remote collaboraধon (Part
II).
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body representations of remote people can provide for a seamless and continuous in-
teraction space for remote collaboration, as previously argued in §1. Despite this, re-
search enabling face-to-face telepresence for collaborating in 3D virtual workspaces is
still limited, mainly due to occlusions resultant from contrary points-of-view. There-
fore, there is still the need for further improvements to deal with existing ambiguities
when people perceive 3D objects from different perspectives.

In conclusion, there is no approach, as far as we know, for face-to-face remote col-
laboration with 3D content that offers the devices to fully provide participants with
the adequate workspace awareness for tasks in 3D space.

2.8 Chapter Summary

In this chapter, we surveyed relatedwork in the research areas of remote collaboration
and awareness of workspace and remote people. We also reviewed previous research
on virtual representations of people. Furthermore, a detailed discussion of the state-
of-the-art is also presented.
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3
Perception Manipulation

Onerecenttrendto improve theoverall user experience inmixed re-
ality settings is to capitalize on the dominance of vision when our sense conflict by
manipulating human perception. Our vision is that perception manipulation tech-
niques can also be applied to improve remote collaborators having the same percep-
tion of what is happening in a shared workspace. In this chapter, we detail the the-
oretical foundations of our approach. We start by introducing our integration of
person-, task-, and reference space and then proceed to lay out our concept for using
perception manipulation in remote face-to-face interactions.

3.1 Integraধng Person-, Task-, and Reference Space

We aim at contributing an interactive space where remote face-to-face collaborative
interactions with 3D virtual content can occur in a continuous area supporting non-
verbal cues. While a naive approach to reach a capable design space could draw from a
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A) In front of a white board B) Over a table C) Through a glass window D)
Above
a
table

Figure 3.1: We introduce “above a table” metaphor, an approach to remote collaboraধon.

“through a glass window” metaphor (Figure 3.1C), the spatial perception of 3D mod-
els is inadequate due to themedium’s lack of ability to provide an acceptable compre-
hension of depth. The best option could be, drawing from a “over a table”metaphor
(Figure 3.1B) that can easily afford spatial interactions with adequate depth percep-
tion. However, in a simple “over a table” approach, 3D objects between two remote
people imply that no one shares the same understanding of the shared workspace. In
short, both approaches successfully hold adequate space for people to communicate,
but at the expense of workspace awareness naturally. And, as suggested by Gutwin
and Greenberg [54], an insufficient workspace awareness hugely interfere with a pro-
ductive collaborative experience.

Hence, we argue in this thesis that existing metaphors are not capable of being
extended to face-to-face interactions with 3D content. For this reason, we propose
adding a newmetaphor to the set identified by Ishii et al [70]. We propose an “above
a table” metaphor for interacting with 3D digital content for face-to-face remote col-
laboration, as depicted in Figure 3.1D.

Figure 3.2: Occlusions in face-to-face interacধons.
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The “above a table” concept merges “over a table” with “glass window” config-
urations by exploiting perception manipulation techniques to overcome occlusions
and guarantee that everyone has a shared understanding of the workspace. Figure 3.2
provides a simple depiction of the occlusions issuewhen people collaboration face-to-
face. This concept provides the three-dimensionality to populate the space between
collaboratorswith 3Dobjects. And geographically distant people can relate to objects
without added effort when shifting their attention between workspace and the other
person. Indeed by positioning the virtual content between people, participants can
profit from regular face-to-face interactions as if theywere physically co-located. Next,
we introduce perception manipulations and how to utilize it to promote workspace
awareness.

3.2 Percepধon Manipulaধon and Illusions

Perception manipulation utilizes the notion that when senses conflict, vision often
dominates (visual dominance). That is, subtle illusions can give people a different
or improved understanding of a specific reality. In HCI, visual dominance can be
used to overcome the limitations of the physical world. Recent research in mixed re-
ality suggested that manipulating the environment or the person can change people’s
judgment of the surroundings to enablemore effective use of the physical space or en-
hance one’s ability to interact with the environment. Current mixed reality technolo-
gies rely heavily on head-mounted displays for people to experience virtual content.
Therefore, perceptionmanipulation can be achieved by changing, reshaping, andma-
nipulating to various degrees the way people see the world or their virtual body, as
summarized in Figure 3.3.

world
hmd
user

body

Manipulation

Manipulation

Figure 3.3: Percepধon manipulaধon concepts.
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A classic example of this type of approach is the redirected walking, firstly intro-
duced by Razzaque et al. [119]. In this technique, the virtual environment is trans-
formed in such a way that the person can use a natural walking to cover more consid-
erable distances in a limited physical space. Transformations are applied to the envi-
ronment in the form of unnoticeable rotations during gait or when the user is blink-
ing [87]. Illusions can also be used to for haptics since visual dominance studies show
that people often perceive the visible shape instead of the tactual shape [123, 46]. This
method is especially useful when interacting with virtual objects. Pseudo-haptic feed-
back [94] can be used to give the illusion of weight by introducing an offset between
the real and rendered position of the hand while pushing against a virtual object con-
veys the illusion of stiffness [88]. Samad et al. [125] visually manipulated the con-
trol/display ratio of the hand movements to change the perception of weight when
manipulating objects using physical proxies. Visual illusions have also be used for re-
targeting people’s gestures, to overcome tracking issues [1] or for reprising physical
proxy objects [12]. Azmandian et al. [11] theorized that perception manipulations
can be classified into body warping – “manipulating the virtual representation of the
person’s body”, and world warping – “manipulating the virtual world’s coordinate
system to align virtual and physical objects”. Yet, they proposed hybrid warping – “A
dynamic combination of body and world warping”, and demonstrated that this tech-
nique is effective in diminishing the effects noticeability of body and world warping.
Therefore, previous approaches suggest that, in interactive systems, perception ma-
nipulation canbeused towarp reality beforebeingpresented tousers, contributing to
the people’s willing suspension of disbelief. Furthermore, Congdon et al. [33] suggest
that shared virtual spaces can be presented differently to two collaborators. The au-
thors propose merging the individual virtual environments for peoples’ movements
to be are dynamically mapped into their collaborator’s environment while creating
the impression of sharing the same space.

Taking inspiration from these previous works, in this dissertation, we hypothesize
that by manipulating the reality of what people expect in a remote face-to-face en-
counter, participants can perceive the same contextual knowledge and therefore over-
come the limitations of the “above a table” approach.
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3.3 Percepধon Manipulaধon Applied to Face-to-face
Remote Collaboraধon

In this dissertation, we intend using perception manipulation in a way that differs
from the state-of-the-art. As described in the previous section, current perception
manipulation approaches manipulate people’s understanding of their environment
or their bodies. However, to overcome the limitations of the above a table metaphor,
we propose that virtual meeting collaborators should perceive manipulated versions
of their counterpart’s person-task space that matches their own reference space (Fig-
ure 3.4). In other words, we propose translating remote people’s actions into equiva-
lent behaviors from the perspective of a local observer. Throughwarping transforma-
tions, we suggest spatial interactions in a remote reference space can be altered into
different actions in a local reference space without losing the message that collabora-
tors want to communicate. For this, we identify three types of transformations:

1. Shared Perspecধve – Collaborators are at opposing ends of the workspace, yet
they have the same overview of the workspace, as depicted in Figure 3.5. This
concept clusters transformations to the environment that enables opposing col-
laborators to share the same point-of-view of the shared workspace. This ap-
proach differs from simulating a side-to-side behavior because sharing the same
perspective considers that participants perceive the same view of the workspace
without them assigning to each other left or right stance.

2. Workspace Warping – This concept corresponds to any manipulation that
changes the properties or the representation of the workspace to translate

remote
hmd user

local
hmd user

person-
task

space

reference
space

Manipulation

person-
task

space

reference
space

Manipulation

Figure 3.4: Our percepধon manipulaধon approach.
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Figure 3.5: Remote collaborators are at opposing ends of the workspace, yet they share the same under-
standing of the workspace.

remote people’s actions to the local reference space. Including geometrical
transformations such as mirroring or dimensional inversions.

3. Body Warping – It is corresponding to any transformation that entirely or par-
tially changes the properties or appearance of virtual representations of people.
Individually, we consider being body warping when virtual representations of
people are reshaped to improve perception but do not faithfully portray the
actual likeness of the people they are representing.

Summarizing, we propose an ”above a table” approach for collaborators to interact
face-to-face while the same understanding of the workspace results from the manip-
ulations above identified. Our approach consists of investigating these perception
manipulation techniques to study their impact on workspace awareness.

3.4 Chapter Summary

In this chapter, we introduced our vision to improve face-to-face remote collabora-
tion. Our approach combines an “above a table” metaphor with perception ma-
nipulation techniques designed to establish a shared understanding of a common
workspace. This chapter also concludes the first part of this dissertation. In the fol-
lowing parts, we detail the technological infrastructure developed to support the pro-
totyping of co-located and remote interactions and introduce the empirical steps we
took to validate our research statement.

48







Part II

Prototyping Co-located and Remote
User Experiences

Virtual body representation for telepresence depends on the ability of
the systems to capture, broadcast, and render people in different extended reality en-
vironments, as well as ascertain the relationship between people and their surround-
ings. Past research has been proposing new approaches and technologies for sensing
and capturing people (Sections §3 and §4 of Chapter 2), yet none provide the tools
necessary to easily incorporate body tracking, interactive surfaces, and point-cloud
representation of people. In this part of the dissertation, we introduce the Creepy
Tracker Toolkit that was developed to facilitate the access to real-time tracking infor-
mation from multiple sources without the need to tinker with low-level data when-
ever it is necessary to tests new ideas.
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4
The Creepy Tracker Toolkit

In this chapter, we introduce an open-source toolkit to ease prototyping
context-aware interactive approaches with multiple commodity depth cameras.
Human-Computer Interaction researchers strive to understand the context to
anticipate user requirements when designing new experiences. Context-aware
computing relates to interactive systems that leverage different sensing methods to
gather understanding about their surroundings [127]. Moreover, context-awareness
is an essential foundation of ubiquitous [156] and pervasive systems [7]. In this
chapter, we introduce a set of tools for tracking people that were fundamental to
developing and evaluating the research described in this dissertation.

4.1 Moধvaধon

Recently, the interaction space and the physical relationships between people and
interactive devices have been the focus of much research. Indeed, recent develop-
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A

B

Figure 4.1: Creepy Tracker is an open-source toolkit that provides spaধal informaধon about people and in-
teracধve surfaces. To do this, it resorts to mulধple depth-sensing cameras to A) capture what is happening
in the physical world and B) maintains a dynamic data structure, available to sođware clients.

ments using spatially-aware ubiquitous environments can infer interactions and even
people’s intentions to interact using fused sensor data [73, 75]. The emergence of
commodity depth sensors, such as the Microsoft Kinect, contributed out-of-the-box

Video Figure 1. Creepy Tracker Toolkit Overview.
http://web.ist.utl.pt/~antonio.sousa/videos/
sousa2017-acmiss-video-figure.mp4
(File size: 16.9 MB)
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tracking approaches to focus ubicomp researchers’ attention on the interaction de-
sign and user experience. However, depth cameras’ limitations can create barriers to
the design and evaluation of new interaction approaches and techniques. In fact, sin-
gle depth cameras cannothandle occlusions. Whilemultiple cameras canmitigate this
problem, they generate large volumes of network traffic for real-time data streaming.
Furthermore, combining data from multiple coordinate systems (one per sensor) re-
quire additional processing and calibrationmethods. These issues must be addressed
before any attempt to designing novel user experiences.

Because of the reasons presented above, we present the Creepy Tracker Toolkit, a
set of open-source1 software tools to aid rapid-prototyping of context-aware interac-
tive systems using multiple depth cameras. The proposed tools allow seamless instal-
lation and offer a backbone for developing such systems, thus concealing the com-
plexity inherent to current approaches, as demonstrated in Figure 4.1 and in Video
Figure 1. We followed a conceptual line parallel to the work from Seyed et al. [130].
Our tracker consists of a network server that combines data frommultiple depth sen-
sors to provide full-body positional tracking of people within a room-sized volume.
The toolkit manages the spatial locations of interactive surfaces and can easily infer
spatial relationships to the people surrounding them. Also, it supports flexible full-
body point-cloud representations of people. For the purpose of this work, we con-
sider the definition of context provided by Dey et al. [34], which is the knowledge
of “location, identity and state of people, groups, and computational and physical
objects”. To this end, the Creepy Tracker toolkit combines multiple depth sensors to
provide full-body positional tracking of people and tools to acquire precise locations
of interactive surfaces while providing a networked stream of context data front-end
applications.

Seyed et al. [130] tackled a similar challenge to ours. They introduced the SoD-
Toolkit. It offers a set of tools for tracking people, interactions between them and
devices using multiple sensors. Our Creepy Tracker follows some of the concepts
from SoD-Toolkit, further exploring them. Indeed, we focus on continuous 3D spa-
tial context and full body tracking ofmultiple people. Moreover, we allow for explicit
and accurate surfaces’ calibration, as well as point-cloud user virtual representation.

The contributions of this research are threefold:
1Github: https://github.com/vimmi3D/CreepyTracker
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1. a set of tools for rapid-prototyping context-aware applications, that incorpo-
rates body tracking, interactive surfaces and point-cloud representation of peo-
ple;

2. practical considerations when using Creepy Tracker, obtained from a system’s
performance evaluation;

3. and, different scenarios that can be implemented using our toolkit (detailed in
Chapter 5);

In addition to disclosing anopen-source toolkit, we also detail howweovercame ev-
ery major technical obstacle while detailing the toolkit’s design and implementation.
Furthermore, we demonstrate the scalability and performance of our toolkit using
five Microsoft Kinect depth cameras in a evaluation regarding latency and accuracy
against a maker-based optical system, developed specifically for motion capture and
computer generated imagery. We also provide a discussion of the evaluation results.

4.2 Approach

The Creepy Tracker toolkit uses a network of distributed sensor units connected to a
central hub. Each sensor unit is composed of a Microsoft Kinect depth camera and
standaloneC# application runningon a single computer. Thenumber of sensors is di-
rectly related to the area required by the interaction being designed. Interactionswith
a single typical (up to 4×2m) vertical surface may require one or two units, while in-
teractions around a tabletopmost commonly need several (up to 5) sensors surround-
ing that surface. Each sensor unit provides a continuous data stream. These converge
on the tracker’s central hub, which is responsible for synchronization, processing and
merging the data, as depicted in Figure 4.2. The central hub also broadcasts the state
of the tracked environment to client applications. Moreover, for the virtual model of
the tracked people and surfaces to be precisely aligned with the physical topology of
the room, the sensors’ position and orientation must be first calibrated. Adding sur-
faces requires an active calibration for each new surface by defining the surface plane
using 3D depth data of one sensor. After calibration, as people move in the tracked
area, the virtualmodel gets updated in real-time, while broadcasting the updated data.
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Creepy Tracker Toolkit

Tracker Hub

Tracker
Client

Sensor
Unit

Sensor
Unit

UDP

UDP

UDP

Tracked Area

TCP
TCP

Figure 4.2: Overall system’s architecture.

In this section, we provide a detailed overviewof the system’s components, describing
their implementation and application.

4.2.1 Sensor Unit

All sensor units, each of them connected to an individual depth sensor, capture color,
depth data and the body tracking model of every observed person in the tracked area.
Each body model is associated with a numerical factor to represent the estimated de-
gree of confidence about the quality of the trackedperson,which is sent togetherwith
the body model data. The confidence factor is calculated by adding all tracked body
joints’ weight while discarding inferred ones. The weight of each joint can be cus-
tomizable so that the tracker can favor specific joints, useful for different scenarios.
For instance, pointing tasks require far more importance given to hands’ than feet’
joints. Figure 4.3A shows an individual sensor client tracking two people, the person
closest to the camera has a lower degree of confidence because half of the lower limbs’
joints cannot be seen. Tracked people with confidence factors below a configurable
threshold are ignored. This method is highly effective to deal with the recurring oc-
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A B

Figure 4.3: Creepy Tracker’s (A) sensor unit and (B) surface calibraধon applicaধon.

currences of false positives common inbody trackingmodels providedby commodity
depth cameras. Color and depth data are processed for the point-cloud representa-
tion of each person. The body tracking model is broadcast to the Tracker Hub using
a UDP stream, while point-clouds are available via a concurrent TCP connection.

4.2.2 Tracker Hub

The Tracker Hub component handles the unified model of the tracked area by com-
bining the data streams from all sensor units. To create a reliable model, the Tracker
Hub requires a calibration process to transform all received data into a single coor-
dinate system. Figure 4.3A shows three calibrated sensors with both position and
orientation matching the physical cameras. Data received from each of those sensor
units will be spatially correct in the unified model’s coordinate system. Analogously,
a surface calibrated on one depth camera’s coordinate system also is transformed to
match the area of the physical one, as shown in Figure 4.1A. Since a surface is a col-
lection of four fixed 3D points, the setting up and calibration process needs to occur
only once. The Tracker Hub is a Unity3D application that acts as a broadcast server
of the unified model to application clients.
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A B

C D

Figure 4.4: Calibraধon process: (A) center; (B) step forward; (C) result; and (D) calibraধon cube for manual
adjustments.

4.2.3 Calibraࣅon Method

A calibration process is required to unify all data streams into a single coordinate sys-
tem. For this, Creepy Tracker relies on the body tracking model of a person from
each sensor unit to calculate the new global coordinate system and all cameras’ posi-
tion and orientation. The calibration process requires one standing person to be seen
by all sensor units, in two discrete steps. Figure 4.4A shows five uncalibrated sensor
units before the calibration process.
Creepy Tracker requires calibration parameters from body tracking models at two

distinct locations separated by the distance of a step to calculate the origin and for-
ward and up vectors of the new calibrated coordinate system. In the first step, the
position of the person is used to define the origin. The up vector, defined by the
spine base and spine shoulder joints of the body model, is also stored, as well as the
position of both feet. The second calibration step can be performed after the per-
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son moves a step forward (Figure 4.4B). This new position is used in conjunction
with the first to define the coordinate system forward vector. The second up vector
is averaged with the first to minimize the impact of incorrect poses when calculating
the final up vector. Finally, the minimum height according to the up vector of the
four feet positions is used to define floor’s position. Figure 4.4C shows five calibrated
sensors around the coordinate system’s origin.

This calibration is usually enough for most interactive scenarios. However, we
reckon that a more precise calibration might be needed for more demanding cases.
For such situations, we created an additional calibration step. It consists of capturing
a depth data frame of each sensor and displaying themusing point-clouds, with a sim-
ple object placed in the middle of the tracked area. For this, we resort to a cardboard
cube with a colored checkerboard in each face (Figure 4.4D). Then, it is possible to
manually adjust the position and rotation parameters of each sensor, so that the point
clouds match as well as possible.

A new calibration process is required when the setup undergo any adjustment or
modification in sensor units.

4.2.4 Adding Surfaces

The Creepy Tracker Toolkit also contributes with a standalone C# surface calibration
tool (Figure 4.3B). We consider surfaces with three common standard aspect ratios:
4:3, 16:9 and 9:16, for surfaces in portrait mode. Our calibration tool treats a surface
as a subspace of an infinite geometric plane restrictedby the size and aspect ratio of the
physical surface. The surface calibration method requires the mouse click input (on
the calibration application) of two corner points from the same edge (surface’s bot-
tom left and bottom right) to define size and position, and a third inner point to cal-
culate the surface’s normal vector. Only three points spare the need for a depth sensor
to have the entirety of the surface in its field-of-view. Figure 4.3B shows a calibrated
9:16 vertical surface with the manually selected points. By knowing the position and
orientation of the calibrated sensor from which the surface’s points originated, the
surface is then transformed to the tracker’s coordinate system.
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4.2.5 Tracking People

The Tracker Hub formalizes a body tracking model from the sensor unit into a Body
entity and a person into an instance ofHuman. Overlapping individual body track-
ing models from different sensor units map into a single person. Consequently, a
Human preserves a set of Bodiॽ, one for each seen by a sensor unit.

When information regarding anewBody arrives, theTrackerHubwill try to fit that
body in aHuman within a parameterizable distance threshold. This threshold is set
bydefault to 30 cm, to account for different sensors’ perspectives, as it is impossible for
two people to have their Spine Base joints closer than this thresholdwithout intimate
space violations. The distance is calculated according to Spine Base joints of both
Bodiॽ. If there is no suitedHuman, a new one is created. When a Body is no longer
seenby its sensor, it is dissociated fromthe correspondingHuman. If aHumanhasno
more associated Bodiॽ, it will enter a waiting period of 1 second. During that period,
if a new Body appears within the distance threshold from theHuman’s last position,
it is associated to thatHuman, which exits from the waiting period. Otherwise, if no
Body is associated with the Human until the waiting period expires, the Human is
removed from the tracker.

Each Human entity is constantly choosing the most appropriate Body by select-
ing the one with the highest confidence value. It is not always easy to acknowledge
for sure where people are turned to, as some sensors may be facing each other and
perceiving different body models for the same person. To overcome this, we follow
two approaches. Firstly, we consider a disambiguation pose consisting of having at
least one forearm approximately parallel to the floor. The direction one is pointing
at, can be used to define that person’s forward vector, as it would be both unnatural
and very difficult to accomplish such a pose with the arm pointing backward. When
this vector’s direction is opposite from the current Human’s forward, we automati-
cally mirror Body’s left and right data. Secondly, as front and back switching occurs
mainly when a Body from a different sensor is chosen, we also mirror the Bodywhen
theHuman is detected to rotate faster (approximately 180 degrees in two consecutive
frames) than it is humanly possible.

To deal with the known noisy skeleton information from theMicrosoft Kinect, we
implemented a double exponential smoothing filter [10]. The filter’s parameters can
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be configured to achieve a compromise between smoothness and added latency. This
filter is applied to Human’s joints, and helps when dealing with sensor switching in
setups with coarse calibrations.

4.2.6 Point-cloud Representaࣅons

Using real-time body representations can enhance interactive scenarios for collabora-
tive telepresence [113], computer-assisted rehabilitation [145] and immersive virtual
reality [133]. Our approach relies on processing separate streams of point clouds.
Each individual sensor unit first captures the skeletal bodymodel data for each person
in its field-of-view. We create a point-cloud by combination depth and color values
captured by the camera. Then the person’s relevant points are segmented from the
background. Figure 4.5 shows the resultant streamed body representation. When in-
teracting with applications using the body representation, different cameras will be
sending very similar information. However, due to network, processing, and render-
ing constraints, integration of different streams or redundancy resolution is not per-
formed. We implement a task-oriented decimation, taking into account what body
parts are more relevant. To this end, we attribute different priorities to each joint
of the available Body information according to user-defined parameters. To wit, in

A B C

Figure 4.5: Point-cloud body representaধon: (A) front, (B) side and (C) top views.
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collaborative telepresence scenarios, head, face and hand non-verbal communication
cues are more relevant than capturing other body parts. Whereas in first-person vir-
tual reality scenarios, detailed hands are more valuable and head information can be
totally discarded.

Thus, for each point in the segmented cloud, we calculate its Euclidean distance to
the body joints marked as relevant on the sensor units. If this distance is smaller than
a threshold value (proportional to the user’s body height), this point is marked as a
high-quality point for transmission. Points not marked as high-quality, are sampled
at a lower frequency to reduce data redundancy on less relevant areas. For each point,
sensor units transmit 3D point coordinates, color, and a data bit to indicate high or
low quality. This last bit is used to adjust the rendering parameters in the application
client. Each coordinate in a 3D point is multiplied by 1000 and rounded to the closest
integer, to assuremillimeter precision, and packed into two bytes. Data read through
the network is then parsed and rendered in the environment using surface-aligned
splats at 30 frames per second. While higher quality points are more tightly spaced,
requiring smaller splat sizes, we use larger splats in under-sampled regions to create
closed surfaces.

4.3 Evaluaধon

We carried out a performance evaluation against a marker-based infrared tracking sys-
tem as a baseline. The goals of our evaluation were to determine how the Creepy
Tracker differs from a highly accuratemarker-based system and determine body track-
ing consistency using a stress test. Besides, this evaluation serves to inform design
decisions when developing future context-aware interfaces.

4.3.1 Design

We devised three different evaluation tasks, depicted in Figure 4.6. For this, a logger
application was developed to combine data from the two tracking streams by match-
ing both coordinate systems. The logger was able to record, into a file, sessions con-
taining timestamps per frame, the spatial position from a person’s right hand from
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A B C

Figure 4.6: Evaluaধon tasks: (A) hand raise, (B) spin about oneself, and a (C) circular path with mulধple
people.

our tracker and the position of a rigid-body marker attached to that person’s right
hand from the baseline tracker.

Therefore, the evaluation consisted of a latency task, and two tasks to measure the
accuracy and consistency of our tracker by observing a single person holding an in-
frared marker. To calculate the average latency we recorded a raising gesture of the
right hand five times. Figure 4.6A depicts the first task. The second task, depicted in
Figure 4.6B, required a tracked person to fully spin about oneself to test for accuracy,
with the purpose of forcing our tracker to switch to different sensors when choosing
the adequate body model. Finally, the last task consisted of walking a circular path
with twometers of diameter (Figure 4.6B). This requiredmultiple sessions and incre-
mentally adding a different person until the tracked area was congested to the point
that the observed person’s tracking data was erratic due to body occlusions.

4.3.2 Setup

The evaluation was conducted in a controlled laboratory environment with four by
five squaremeters of tracked area. We employed fiveMicrosoftKinect version 2 depth
cameras, evenly distributed around the room roughly forming a geometric pentagon,
as shown in Figure 4.7. For the marker-based tracking system, we resorted to 12 Op-
titrack Flex 3 infrared cameras evenly placed around the room at 2.30 meters above
the floor, providing a tracking volume surrounding the Kinect sensors’ setup. To
minimize the effects of network communication, both tracking systems and logger
applicationswere running in the samedesktop computer. Also, to obtain accurate po-
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Figure 4.7: Five depth sensors were used in a pentagon formaধon to capture data for the system’s evalua-
ধon.

sitional data, all smoothing filters were disabled. Still, all sensor units were remotely
streaming data within the same local wired network. We limitedOptitrack’s send rate
to 100 frames per second and Creepy Tracker was set to 20 frames per second due to
both Kinect and local network limitations.

4.3.3 Results

Using the data thus collected we calculated the latency and position error of Creepy
Tracker as measured against Optitrack. These allow us to assess how best to explore
the flexibility vs accuracy tradeoffs.

Latency

To measure latency we used the logs from the raising hand task, which are depicted
in Figure 4.8. Logs had data recorded at an average of 170 frames per second. The
difference in send rates justifies the less smooth data of our tracker, as visible in the
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Figure 4.8: Latency comparison between Opধtrack and Creepy Tracker.

chart. We calculated the difference between local maxima and minima of both track-
ers. Creepy Tracker had a delay averaging 76milliseconds in comparison toOptitrack.

Although this latency alone might not be enough for real-time performance in vir-
tual reality, combiningCreepy Tracker’s positional datawith the orientation provided
by current head-mounted displays appears sufficient to fulfill the illusion of being
there.

Accuracy

We compared the hand position from each system, in five different conditions, illus-
trated in the plots of Figure 4.9. Although the plots are 2D we stored full 3D data.
We averaged the Euclidean distance between both trackers’ data in each frame. As
evidenced in the spinning task (Figure 4.9A), Creepy Tracker is capable of accurate
results, where switching between sensors is not noticeable. While the average error
was of 62mm, we estimate that it is in part due to latency. However, in more de-
manding scenarios, inaccuracies may arise. In all circular path tasks (Figures 4.9B-E),
spikes occasionally occurred. These correspond to sensor switching, where the new
sensor perceives the tracked person on his back. While we try to deal with this by
mirroring skeleton’s information when suited, our approach is not perfect, resulting
in right and left side swapping, including hands. This persists until a disambiguating
pose is detected with certainty. These spikes are more recurring when tracked peo-
ple’s density increases because sensors with non-optimal point-of-views are used to
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Figure 4.9: Hand tracking data for each condiধon, and average posiধon error: A) Spinning about oneself
(avg error = 62mm); B) Circular path with 1 person (avg error = 80mm); C) Circular path with 2 people (avg
error = 93mm); D) Circular path with 3 people (avg error = 134mm); and E) Circular path with 4 people (avg
error = 127mm).

circumvent occlusions. When testing with more than four people in the same con-
ditions, we noticed that Creepy Tracker sporadically lost the main subject for a brief
moment. This originated a new identifier and invalidated the trial session.

4.4 Discussion and Design Consideraধons

The obtained measurements are sufficient to delineate guidelines and design consid-
erations for applications using the Creepy Tracker. Indeed, results of the latency task
suggest that our tracker is adequate for context-aware scenarios and for more tradi-
tional input modalities, such as pointing techniques. Although, for virtual reality
applications, latency is definitely just above the minimum threshold for virtual re-
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ality applications. Furthermore, results also show that for context and proximity-
aware interactions the accuracy is satisfactory, despite the Kinect’s relatively low res-
olution and noise. Except when using exclusively tracker data for selection tasks, tar-
gets should have a radius of at least 15cm. Finally, as demonstrated by the results, in-
creasing the density of people results in an increasingly more inaccurate tracking and
sensor switching. Tominimize this issue, tracking areas should be calibrated with the
sensors evenly arranged in a circular fashion.

4.5 Limitaধons

Creepy Tracker offers markerless full-body tracking of human and static surfaces in
room-scale applications. However, certain limitations need to be taken into account
when developing context-aware experiences. Currently, our toolkit models interac-
tive surfaces as planar rectangular static objects, but does not yet support handheld
devices. A possible solution is to associate the surface position and orientation to a
specific part of a tracked person (e.g., hand). Also, a person’s orientation is not al-
ways consistent in crowded settings. This is because the skeleton provided by the
toolkit will depend on the confidence values reported by each depth camera. As a
person moves, different cameras become selected, creating unnatural transitions be-
tween frames. This also occurs when multiple people are inside the tracking space,
which also leads to inconsistencies when occlusions between users are first detected.

4.6 Conclusions

We developed the Creepy Tracker to facilitate researchers designing new interaction
techniques for context-aware environments. Our toolkit offers real-time marker-less
tracking of people while providing the means of defining the exact position and ori-
entation of interactive surfaces. Enabling a stream of data that can be used to infer
people’s intent to interact with each other or with interactive surfaces. Performance
evaluation against a highly accurate marker-based system shows that our tracker is ad-
equate for building and evaluating context-aware interactions. Despite that, interac-
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tion designers need to accommodate tracking errors when considering scenarios that
require high accuracy.

4.7 Chapter Summary

In this chapter, we presented the Creepy Tracker Toolkit for rapid-prototyping
context-aware interfaces. We started by presenting our motivation for investing in
this work and proceed to detail how our toolkit operates and the main algorithms
used. Our performance evaluation showed that, although slightly less precise than
marker-based optical systems, Creepy Tracker provides reliable multi-joint tracking
without any wearable markers or individual devices. The next chapter features
representative scenarios implemented to show that Creepy Tracker is well suited for
deploying spatial and context-aware interactive experiences.
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5
Creepy Tracker Toolkit in Action

In this chapter, we focus on the process of developing context-aware interactive
scenarios using Creepy Tracker. In the following, we describe the tracking data
available to construct prototypes and detail setup configurations for such scenarios.
Therefore, we first explore the design space of context-aware applications built
on top of toolkit’s provided data by demonstrating five fundamental application
scenarios.

5.1 Using Creepy Tracker

Creepy Tracker offers a client-side C# API with a layer to render network communi-
cation transparent and provide updated encapsulated abstractions of tracking data.
Figure 5.1 shows the data model put up by the API.

An independent tracker client, upon connection, continuously receives a list of
Humans and can request at any time a list of available Surfacॽ. AHuman is a repre-
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Figure 5.1: Creepy Tracker client-side API classes + properধes.

sentation of a real person in tracked area. It holds an unique identification provided
by the tracker, a point in space correspondent to the person’s position, a client-side cal-
culation of the person’s direction and a list of all body joints. This is specially useful
a application scenario requires the spatial distribution and proximity relationships
between people. We defined a surface as a geometric plane. The Surface entity is a
combination of a center point, a normal vector and the four vertexes to define the
surface’s edges. Making it easy to calculate if a person is near, approaching or facing
the surface’s front side.

5.2 Sample Scenarios

To demonstrate how to exploit the tracker’s API and resources, we develop five dif-
ferent sample scenarios. The Video Figure 1 features the developed scenarios. Next,
we introduce each scenario and describe the development process from interaction
design to setup using our toolkit.

72



CREEPY TRACKER TOOLKIT IN ACTION

A B C

Figure 5.2: Tabletop context-aware example: A) idealized interacধon design, B) calibraধon setup and C) the
final prototype.

5.2.1 Tabletops

Multitouch tabletopswith large screens enable simultaneous interactions frommulti-
ple people and foster collaboration by allowing individual interactionswith common
content [58, 102]. To explore this scenario, we devised an interactive tabletop applica-
tion that enables people to take temporary ownership of digital content. Figure 5.2A
depicts the interaction design rational for a tabletop application that utilizes context-
aware information provided by Creepy Tracker. Users can get hold of digital content
by touching it and the selected content starts following the person around until an-
other touch breaks the temporary lock. For this, four depth cameras were distributed
around the room with a calibrated surface right in the center of the tracked area, as
shown in Figure 5.2B. Since a tabletop can provide multitouch inputs, associating
content to a person during a selection requires the distance of all the users’ hands spa-
tial position to the point of touch. The personwith the nearest hand takes ownership
of the digital content. From here, the digital content follows the user around, until
another touch gesture is detected.

5.2.2 Wall-sized Displays

Bolt’s Put-that-there [22] multimodal interface is a canonical approach to interact
with objects in large scale displays. Put-that-there combines pointing gestures with
speech recognition to select objects and define target locations. We designed an adap-
tation of Bolt’s seminal system using body pose information to create and move ob-
jects with different shapes and colors, as depicted in Figure 5.3A. To avoid the oc-
clusions in front of the large display, we opted for placing depth cameras on both
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A B C

Figure 5.3: Bolt’s Put-That-There with the Creepy Tracker: A) idealized interacধon design, B) calibraধon
setup and C) the final prototype.

sides of the screen, as demonstrated in Figure 5.3B. Instead of a laser, we utilized the
image-plane pointing technique [114]. Therefore, when the tracker client detects a
relevant utterance (”that” or ”there”), intersecting the vector, that starts in the user’s
head through the raised hand, with the surface plane, the target position can be de-
termined.

5.2.3 Floor Projected Surface

Using large floor projected interfaces provide sufficient space to promote interactive
visualizations [8, 151] and shared social user experiences [51, 53]. We design a playful
projection-based collaborative game based on the classic arcade space shooter Aster-
oids, released by ATARI, Inc in 1979. A player can use their own body position and
orientation to destroy asteroids, as depicted in Figure 5.4A.While the projected floor
surface serves to display the game view and players can control a spaceship placed ex-
actly below them, automatically firing space bullets in the users’ forwards direction at

A B C

Figure 5.4: Asteroids game on the floor: A) idealized interacধon design, B) calibraধon setup and C) the final
prototype.
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a fixed rate. Figure 5.4B shows the tracker’s setup with five cameras and a calibrated
4:3 surface on the floor. For this experience, we resorted toHuman’s position and ori-
entation for steering the ship and utilized the Surface to map the players’ positions.

5.2.4 Telepresence Portals

Taking inspiration from the Office of the Future by Raskar et al. [118], we designed
a telepresence experience to connect two remote locations. Indeed, depth sensors
have already been used to create highly realistic avatars in remote collaboration sce-
narios [111], but with custom hardware and cluster-based rendering.
Creepy Tracker can be used to show real-time realistic user representations using

commodity hardware, easing the development of approaches similar to the work of
Beck et al. [17]. This approach allows for verbal and non-verbal communication, and
at the same time, creates a seamless visual continuity from the local to the remote
location, as depicted in Figure 5.5A.

Theportals implicitly establish or cease the link between themby allowing a person
to transition between a non-interactive space to a explicit interactive space, similarly
to Vogel et al. [152]. Therefore, to initiate link between two portals, someone simply
needs towalk into close proximity of the surface, triggering a presence notification on
the other side. Analogously, the receiver of the notification can proceed by walking
towards the portal to accept the connection. For this, sensors were placed on each
side of the surface to capture a point-cloud of the user, combining information from
both sides of the body, as shown in Figure 5.5. Then, the setup was replicated in
another remote location. The distance between Humans and Surfacॽ were used to

A B C

Figure 5.5: Telepresence scenario: A) idealized interacধon design, B) calibraধon setup and C) the final pro-
totype.
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established and destroy the communication link. WhilePointCloudDatawas used to
start streaming remote people. Furthermore, the setup snd prototype used in Chap-
ter 6 was constructed upon this telepresence scenario.

5.2.5 Virtual Reality Interacࣅons

Multiple depth sensors setups have been deployed to capture full body data to ani-
mate generic avatars and explore novel interaction techniques in virtual reality [105].
Using several sensors allow users to freely navigate the interactive space. In such im-
mersive virtual environments, realistic self representation enhance the perception of
being there [133]. Wedesigned a virtual reality gaming experience that takes advantage
of full body point-cloud representations aided by body joints’ positions. Therefore,
we idealized a gaming zone where people have to catch basketballs thrown at them by
three surrounding cannons. Figure 5.6A depicts a person trying to catch a basketball.
We placed five cameras around a room for maximum body coverage as demonstrated
in Figure 5.6B. PointCloudData was used to render the user’s body and the tracker
was set up to ignore the user’s head when streaming. Human’s hand joints were used
to distinguish touching on a basketball. Still, all joints were used to build the person’s
bounding volume for the basketballs to collide and bounce back. Also, a Surfacewas
used to define the gaming area.

CBA

Figure 5.6: Virtual Reality game: A) idealized interacধon design, B) calibraধon setup and C) the final proto-
type.
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5.3 Chapter Summary

In this chapter, we centered on demonstrating the Creepy Tracker’s capabilities and
detailed how-to prototype new interactive experiences. For this, we presented rep-
resentative scenarios show that Creepy Tracker is well suited for deploying spatial
and context-aware interactive experiences. This chapter concludes Part II. In the next
part of this dissertation, we present the steps taken to investigate our vision for face-
to-face remote collaboration in shared 3D spaces. The following evaluations heavily
exploited the Creepy Tracker’s aptitudes to support remote embodied experiences.
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Part III

Exploiting Perception Manipulation to
Enhance Workspace Awareness

The third part of this dissertation aggregates the methods and experiments
completed to validate the concept of using multiple perception manipulation tech-
niques to enable face-to-face remote collaboration in shared 3D workspaces. First,
in Chapter 6, we investigate the impact of using different workspace conditions on
workspace awareness. Next, in Chapter 7, we propose a novel approach to improve
the perception of deictic gestures using bodywarping. Last, inChapter 8, we evaluate
the combination of body and environmentwarping to improveworkspace awareness
in a face-to-face collaborative telepresence scenario.
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6
Investigating Workspace Awareness in

3D Face-to-Face Remote Collaboration

In this chapter, we investigate how people and content should be presented for
discussing 3D renderings within face-to-face collaborative sessions. To this end, we
present a user evaluation to comparing different manipulations of workspace and
remote people representation. Furthermore, we present a new design space, the Neg-
ative Space, for remote face-to-face collaboration focusing on 3D content.

6.1 Moধvaধon

Videoconferencing and telepresence allow for virtual encounters to take place and
expedite the communication between geographically separated people. Modern
technologies add unproductive layers of protocol to the flow of communication
between remote participants, rendering interactions far from seamless. Despite
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being widely adopted, traditional videoconferencing approaches still uphold partial
viewing or down-scaled representations of remote people that limits the sense of
co-presence [60].

Videoconferencing systems using real size portrayal of people become closer to a co-
located experience. In fact, studies suggest that full-body face-to-face communication
improves task completion time, presence, and efficiency of communication [166, 113],
while enabling nonverbal visual cues including posture, proxemics and deictic ges-
tures in addition to the usual speech and facial expressions currently supported by
commercial approaches. Hence, people should rely on natural communication, ver-
bal and nonverbal, to convey the focus of the collaboration and pinpoint details on
shared content as if they were physically co-located.

When designing for face-to-face collaboration, it is necessary to take into account
how to address interactions in shared task spaces. Despite being typically considered
separate from theperson space, Ishii et al. [68] suggest that an integrationof both task
and person spaces should be employed when considering face-to-face meetings using
a transparent display metaphor. Indeed, with transparent displays, two participants
can see one another and share digital content, rendered between them, that both can
jointly manipulate In everyday face-to-face interactions mediated by screens, people
have no standard orientation of right or left. Clearboard [68] addresses this issue
by mirror-reversing the remote person’s video stream, producing gaze and pointing
awareness since 2D graphics and text can be corrected to the participant’s point-of-
view. This approach has been the subject of research for 2D content collaborative
manipulation [164, 91, 166]. However, 3D digital content gives rise to detracting is-
sues that affect and impair workspace awareness. Participants do not share the same
forward-backwards orientation, and occlusions can affect the understanding of where
orwhat the remote person is pointing. Also, contrary points-of-view can result in dif-
ferentperceptions or even serious communicationmissteps, as illustrated inFigure 3.2
in Chapter 3.

This work focuses on assessing workspace awareness using variations of the shared
workspace settings, individual point-of-view and remote user’s representation. For
this purpose, we conducted an evaluation comparing task performance and user pref-
erences under four different conditions. We employed an evaluation environment in-
spired by the ”portal to a distant office” concept fromWen et al. [157] creating a virtual
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space between two real spaces. UnlikeWen et al. [157] our collaborative approach pro-
vides the three-dimensionality to populate the space between remote rooms with 3D
digital content. From the results, we conceptualize theNegative Space, an approach
to face-to-face remote collaboration, creating a shared virtual workspace linking two
physical remote spaces, while providing a sandbox for interacting with 3D content.
Therefore, the contributions of our work are:

1. the proposal ofNegative Space as a new shared space concept where remote 3D
interactions can occur;

2. and an assessment of workspace awareness in face-to-face remote collaboration
using different collaboration conditions.

6.2 Negaধve Space

Previous research on remote face-to-face collaboration has successfully contributed
full-body telepresence approaches with integrated person-task spaces, which demon-
strated considerable improvements on presence and cooperative task performance.

Figure 6.1: Conceptual vision of Negaধve Space featuring two remote locaধons. Parধcipants have idenধcal
points-of-view over exact copies of the workspace.
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Most focus on cooperative interactions with 2D content, although collaboration in
design and review of 3D virtual models is crucial in several domains.

With this inmind, we introduceNegative Space as a conceptual platformwith a set
of rules for future works on remote collaboration. It is characterized as a virtual space
that serves as a gateway between two physical rooms where collaborative 3D interac-
tions can occur, as depicted in Figure 6.1. From the evaluation results presented in
the previous section, we devisedNegative Space as a medium to support discussions
on shared views over the 3D content and, as such, it shall offer participants Identical
points-of-view over Exact copies of the workspace. We also enforce the use of real-
time 3D reconstructions of remote people for improved perception. Our approach
can be advantageous in avoiding communication breakdowns by making many ges-
tures and deictic idioms easier to share and understand between participants.
Negative Space exploits the benefits of a see-through display. By positioning the vir-

tual content between two people, participants are able to profit from normal face-to-

A B

Figure 6.2: The Negaࣅve Space concept can be applied in mulধple usage scenarios requiring visualizaধon,
design and review of virtual 3D models. Notable examples are A) engineering industries and the B) health-
care.
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face interactions as if they were physically co-located. Our approach differs from Ishii
and Kobayashi [68] because of the implementation of a “Above a table” metaphor
to allow for interactions with 3D content. This contributes to the overall workspace
and situational awareness since participants are able to observe the other person’s gaze
direction, deictic gestures and actions, while performing selection and manipulation
tasks related to multiple occupational fields, such as engineering, industrial, architec-
ture and medical, as demonstrated in Figure 6.2.

6.3 Evaluaধon

We set out to assess if different manipulations of the person-task space can enhance
workspace awareness and the way people communicate, when collaborating in a face-
to-face setting with 3D content. We developed a full body telepresence prototype
and implemented four different workspace conditions. This evaluation was based
on both task performance and user preferences. For this, we designed a collaborative
3D assembly task where an Instructor guides a remoteAssembler to reach the correct
solution of a toy problem using cubes.

6.3.1 Evaluaࣅon Condiࣅons

To investigate workspace awareness we devised four different evaluation conditions.
We performed several combinations of person space and task space. Each combina-
tion affects differently the perception of the reference space. Our goal was to study
the participants’ point-of-view, remote participant’s embodiment and workspace ren-
dering, as depicted in Figure 6.3.

For point-of-viewwe considered that participants could observe workspace in usual
opposing points-of-view or simulating an identical viewing experience. Also, simi-
larly to Ishii et al. [70], embodiment and workspace variables could both be horizon-
tally inverted or not. Handling the permutations of three variables should produce
eight different conditions. Yet, for this evaluation, we argue beforehand that any com-
bination with an opposing point-of-view other than the real world case, suffers abso-
lutely from worse awareness issues with no improving benefits. Naturally, even in
the real world scenario, opposing point-of-views can create communication issues,
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Workspace

Embodiment

Point-of-view

Faithful Mirrored Faithful Mirrored Faithful Mirrored

Exact Reflected

Opposed Identical

Exact Reflected

Faithful Mirrored

A B C D

Figure 6.3: Workspace condiধons from the Assembler’s perspecধve: A) Real life face-to-face (RL), B) Simu-
lated side-by-side (SS), C) Mirrored Person (MP), and D) Mirrored workspace (MW). In all cases, the Instruc-
tor is poinধng with his right index finger to the blue cube.

but we decided to maintain it in our evaluation to act as a baseline. We also did not
consider the reflectedworkspacewithmirrored embodiment condition, since neither
verbal nor deictic gestures match any real reference frame. Therefore, our evaluation
followed a within subjects design with four conditions:

1. Real Life Face-to-face (RL) – Derived from the real world face-to-face scenario,
both participants can see each other and the workspace as if they were in op-
posite ends. As such, the reference space should be natural for the participants
since this conditionmatch everyday face-to-face interactions. However, the par-
ticipants have contrary points-of-view and cannot observe theworkspace oppo-
site side, as demonstrated in Figure 6.3.A.

2. Simulated Side-by-side (SS) – While remaining face-to-face in regard to the
embodied representation, participants share the same point-of-view of the
workspace, in a way that simulates a side-by-side approach. Participants can
perceive the workspace from the same side and use verbal relative directions,
but pointing gestures from the instructor do not match the reference space
(Figure 6.3.B).
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3. Mirrored Person (MP) –Participants share the same point-of-view, yet the instruc-
tor’s embodied representation is horizontally inverted to match the reference
space. Despite the assembler perceives a mirror embodiment of the instructor,
both deictic gestures and verbal relative directions match, as depicted in Fig-
ure 6.3.C.

4. Mirrored Workspace (MW) – With an identical point-of-view, participants also
share faithful face-to-face embodiment representations of each other, although
the assembler’s workspace is horizontally inverted. Thus, deictic gestures can
be used to reference a point. Yet, participants have to accommodate the fact
that any verbal relative direction is in reverse (Figure 6.3.D).

6.3.2 Method

Participants were grouped in pairs and were asked to perform a set of four tasks, one
with each condition, where one participant played the role of the Instructor and the
other the Assembler. After completing the four tasks, they were asked to switch roles
for another four tasks. All sessions followed the same structure and lasted approxi-
mately 50 minutes in total: 10 for the introductory briefing, 20 minutes for the first
set of four tasks, and, finally,more 20minutes for the last set of tasks after participants
had switch roles.

We started by introducing the experiment procedure to each pair of participants,
followed by a brief description of the interaction technique. Each participant was
then randomly assigned his initial role, and was conducted to each individual room.
Afterwards, participants jointly executed the evaluation tasks, described in the next
session, each task with a different workspace condition.

All taskswere preceded by a training session to familiarize participantswith the cur-
rent condition, and where the assembler had the opportunity to learn how to select
and move the checkerboard’s blocks. Also, to avoid biased results, in all evaluation
sessions the order of the workspace conditions and tasks were performed in an alter-
nated order. Moreover, we devised eight different puzzles to assure that no pair of
participants would experience the same puzzle twice. At the end of each task, both
participants were asked to fill up a user preferences questionnaire. The evaluation
session concluded with profiling questionnaires.
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A B

1 2 3

4 5

Figure 6.4: Instructors had access to A) step-by-step soluধons for each task in B) a separate display.

6.3.3 Tasks

All tasks consisted in solving a block-based puzzle with five colored cubes on top of a
checkerboard, where the instructor helps the assembler completing the puzzle using
verbal and non-verbal communication cues. That is, instructor’s actions and gestures
were not augmentedby technology andhewas not allowed to interactwith the virtual
task space. For this, a step-by-step description on how to reach the puzzle’s solution
was provided. Figure 6.4 shows the multiple steps to complete a puzzle and the posi-
tion of the instructions’ screen. Also, only the instructor could see the colors of the
cubes, while for the assembler all were rendered in a neutral gray color, as shown in
Figure 6.5.

All tasks started with the first cube already placed in the correct initial position,
while the remaining were randomly placed on the corners of the checkerboard. The
instructor’s duty was tomake it clear to the assembler which cube to pick up next and
where to place it, using speech and gestures. The interaction between both partic-
ipants concluded when all cubes were correctly positioned according to the puzzle’s

Video Figure 2. Workspace conditions evaluation
task example.
http://web.ist.utl.pt/~antonio.sousa/videos/
ch4-task-example.mp4
(File size: 6.0 MB)
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solution. The screenwas purposely faded to black signaling the successful ending of a
task. To ensure the same complexity between all tasks, the designed puzzles’ solutions
followed the same set of rules. This was also applied to the training task.

6.3.4 Setup and Prototype

The evaluation environment consisted of two identical setups replicated in physically
separated rooms. Each setupwas comprised of an interactive surface (a 55 inch display
in portraitmode), twoMicrosoft Kinect v2, onemounted on top of the surface facing
the participant and another one for calibration purposes, and the instructor had a
Samsung S7 smartphone for input, as shown in Figure 6.5 and in Video Figure 2.

We employed a non-intrusive open-source user tracker [135] to combine the interac-
tive surface and the user’s body positional data into the same coordinate system. The
user’s virtual representation was composed of a 3D mesh using color and depth val-
ues obtained from the front facing sensor. The prototype was developed in Unity3D
and both separated setups were connected in using a network server using TCP con-
nections for the remote user’s representation and workspace synchronization. Also,
UDP was used to stream the smartphones orientation and button click events over
Wi-Fi.

The virtual workspace was constructed inside the closed geometric volume con-
necting both interactive surfaces to simulate a tunnel between them. We employed a
depth of 50 centimeters to accommodate the evaluation’s checkerboard. To preserve
the illusion of a tunnel between both spaces, the local and remote coordinate spaces
were combined, so distances between instructor and assembler were spatially corre-
lated to real distances. We also employedmotion parallax by combining a perspective
projection [83] with the user’s head position retrieved from the user tracker. Using
a single shared coordinate system to preserve the real distances and motion parallax
promotes thenecessary depth cues to conveymeaning for theparticipants’ non-verbal
cues and deictic gestures. We used the Kinect’s own array ofmicrophones and the dis-
play’s built-in audio speakers to establish audio communication.

The checkerboardwas placed on top of the lower plane of theworkspace, as shown
in Figure 6.5. To move the board’s blocks, we resorted to a pick and drop approach
using a cursor on the screen plane. The assembler could only select one cube at a
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Figure 6.5: For the evaluaধon trials, A) Instructor and B) Assembler shared similar setups replicated in two
separate rooms.

time by pointing at it. Highlights were activated when the assembler was selecting
an object. Selection highlights were shared between both participants. For pointing,
we employed the Laser technique [77] using the spatial position of the participant’s
hand given, combinedwith the smartphone’s orientation from the built-in gyroscope
sensor. Then using a ray cast approach, the system was able to determine were the
participant was pointing at. Also, the cursor on the screen utilized the participant
head to determine the position on the screen plane, to appear on top of the intended
location in the workspace.

6.3.5 Apparatus and Parࣅcipants

The evaluation trials were performed in two separate rooms in a controlled labora-
tory environment. Each participant was accompanied by an evaluation moderator.
They were instructed to start all tasks on top of a floor mat (Figure 6.5), positioned at
onemeter from the display, to preserve the fidelity quality of the participant’s embod-
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iment. Despite that, they could freely move around when executing the evaluation
tasks.

Our evaluation counted with 16 participants, divided into eight pairs of people.
From which, 12 participants were male and four female, and with the great majority
(approximately 94%) were between 18 and 35 years old. Most had at least a BSc degree
(89%). All participants did not exhibit any color vision deficiency after performing a
standard Ishihara test [67] with nine different plates.

6.4 Results and Discussion

During the evaluation trials we collected Task Performance data through logging,
and gathered User Preferencॽ from questionnaires filled up after the execution of
each task. To perform the statistical analysis, we firstly used Shapiro-Wilk test to
assess data normality. For the evaluation conditions, we ran the repeated measures
ANOVA test to find significant differences in normal distributed data, and Friedman
non-parametric test with Wilcoxon-Signed Ranks post-hoc test otherwise. To test
for influence of puzzle complexity in tasks’ performance, we employed a One-Way
ANOVA. In all cases, post-hoc tests used a Bonferroni correction.

6.4.1 Task Performance Overview

We logged completion times, number ofwrong cube selections andwrong cube place-
ments. To certify that all eight puzzles presented similar complexity, we tested their
timeswith aOne-WayANOVA,which showed that theywere indeed no significantly
different (F(7,53)=1.426, p=.215), meaning that different puzzles did not affect in any
way the task performance. Figure 6.6 shows tasks’ completion times for each condi-
tion. Although it appears to be a tendency for lower times with the MP condition,
no statistically significant differences between the four workspace conditions were
found (F(2.218,28.831)=1.981, p=.152). Wrong cube selections and placements are re-
ported inTable 6.1. Again, no statistically significant differenceswere found for either
wrong selections (χ2(3)=1.719, p=.633) or placements (χ2(3)=2.038, p=.565).
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Figure 6.6: Tasks’ compleধon ধmes for each condiধon.

6.4.2 User Preferences Overview

After the completion of each task, participants were asked to fill up a preferences
questionnaire related to the condition they just experimented. Table 6.2 shows
prompted questions on the user preferences questionnaire with results for both
assembler and instructor in all four conditions. Statistical significant differences
were found on three questions for the instructor (Q1:(χ2(3)=10.892, p=.012); Q3:
(χ2(3)=11.598, p=.009); Q4: (χ2(3)=10.102, p=.018)). The post-hoc test revealed that
participants in the instructor’s role strongly agreed that MW was more difficult
than SS (Z=-2.743, p=.006) and MP (Z=-2.722, p=.006). Instructors agreed that
in the MP condition, explaining the row of the cube to select, is easier than MW
(Z=-2.967, p=.003). It was also easier for instructors to explain the column of the
next cube to be selected in the MP condition than MW (Z=-2.675, p=.007). We

Wrong Selections Wrong Placements
RL 0.5 (1.25) 2 (1.5)
SS 0 (0.75) 1 (2)
MP 0 (0.25) 1 (1.25)
MW 0 (1.25) 1 (2)

* indicates statistical significance

Table 6.1: Tasks’ number of wrong selecধons and placements (Median, Inter-quarধle Range).

94



INVESTIGATINGWORKSPACE AWARENESS IN 3D FACE-TO-FACE REMOTE COLLABORATION

Instructor Assembler
It was easy to... RL SS MP MW RL SS MP MW
[Q1]...complete the task.* 5.5 (1) 6 (1) 6 (1) 5 (1) 5 (1.25) 6 (1) 5 (0.25) 5 (2)

[Q2]...explain/understand which cube to select. 6 (1) 6 (1) 5.5 (1) 5 (1) 5 (0.25) 6 (1) 5.5 (1) 5 (2)

[Q3]...explain/understand the row of the cube to select.* 6 (1) 6 (1.25) 6 (0.25) 5 (0.25) 5 (0.25) 5.5 (1) 5 (1) 5 (2.25)

[Q4]...explain/understand the column of the cube to select.* 5.5 (1.25) 6 (1) 6 (0.25) 5 (2.25) 5 (0.25) 6 (1) 5.5 (1) 5 (1)

[Q5]...explain/understand where to position the cube. 5 (1.25) 6 (1) 5.5 (1) 5 (1.25) 5 (1.25) 5.5 (1) 5 (1.25) 5 (1)

[Q6]...explain/understand the row to position the cube. 5 (1) 6 (1.25) 6 (1.25) 5 (1.25) 5 (2) 5.5 (1) 5 (0.5) 5 (1.25)

[Q7]...explain/understand the column to position the cube. 5 (2) 6 (1) 6 (1) 4.5 (2.25) 5 (2) 5.5 (1) 5 (1.25) 4.5 (1.25)

* indicates statistical significance

Table 6.2: Results of the user preferences quesধonnaires (Median, Inter-quarধle Range).

did not find any significant statistical difference after participants experienced tasks
in the role of assembler.

6.4.3 Observaࣅons

During the execution of each task, we observed the participants’ behavior regarding
their communication style and usage of gestures. Although personal and cultural dif-
ferences can influence this result, we were able to identify certain trends in each con-
dition. Throughout all conditions, verbal communication was predominant using
combined spatial and temporal references (e.g. ”left to the cube you have previously
moved.” ). We observed that participants developed an informal shared protocol to
better understand how to complete the task. This was achieved by the instructor ask-
ing several questions to the assembler. More specifically, instructors inquired if the
assembler could raise a arm and/or select a cube on a specific corner of the workspace.
Henceforth, instructors would communicate the commands already in the assem-
blers’ reference frame, which justifies the existence of significant differences in the
questionnaires only for instructors.

Participants that started with RL condition used indicative gestures much more
naturally and frequently, until experiencing the SS where these were ambiguous. At
that point, the mentioned communication style would be established, overpowering
deictics, whichwould be only applied as a last resort. Even so, involuntary non-verbal
cues such as gaze, subtle hand, finger gestures accompanying speech, or leaning the
body to a certain directionwas frequently picked up by assemblers, whowould try to
predict the next instruction according to these visual cues. Explicit line and column
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indications had seldom use and had a negative impact in all of its occurrences. Indica-
tions such as ”third row, second column” were harder to disambiguate than temporal
references.

The usage of non-verbal communication variedwidely according to theworkspace
condition. InRL, gestureswereused todisambiguate depth, given that itwas the only
condition where this mapping was accurate. Also, RLwas the only condition where
we had some users use non-verbal cues as their main communication method. In SS,
all attempts of using hand gestures resulted in errors by the assemblers. MP allowed
users to use gestures naturally as a complement to clear verbal instructions. Finally,
in MW, gestures were used by majority of participants, but less accurately than in
RL, due to the fact that there was not a direct mapping between pointing and verbal
directions.

6.4.4 Discussion

Results show an absence of significant differences in task performance. Yet, time data
appears to reveal a tendency forMP to allow faster task completion. Regarding user
preferences, the instructors’ answers showed statistically significant differences. This
happened because it was mostly the instructor who did the calculations regarding
reference frames, which rendered all conditions alike to the assembler.

Although participants established the informal shared protocol to calibrate refer-
ence frames and achieved similar performance in all conditions, aReflectedworkspace
was slightly more complicated than the Exact representation, however not to the
point of showing a statistically significant difference. We argue that the cognitive
workload of being constantly converting coordinates between both frames is men-
tally demanding.

In complex scenarios, where it is imperative for both participants to observe the
same details, the RL condition is unfit. This and the cognitive cost associated to
the MW condition, leads us to suggest that, for these scenarios, having an Exact
workspace with an Identical point-of-view is highly desirable. The choice between
SS or MP will be dependent on whether the accuracy of the remote person’s repre-
sentation is more relevant than the consistency between the person and task spaces,
respectively.
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6.5 Conclusions

In this work we presented an evaluation of several combinations of different points-
of-view, and workspace and embodiment characteristics to study remote face-to-face
collaborative work on 3D shared content, with the objective of achieving a consis-
tent and seamless reference space between participants while promoting workspace
awareness. For this, we devised instructor-assembler trials, where participants jointly
solved a puzzle in four conditions. Results show that participants can successfully
collaborate in a shared 3D workspace face-to-face, and suggest that having an identi-
cal point-of-view is essential. Also, having an exact task space is highly desirable to
avoid the cognitive cost of collaborating when remote people cooperate with differ-
ent views of the shared 3D content.

As a consequence of the results’ analysis, we conceptualizeNegative Space, a telep-
resence approach that enables full-body face-to-face communication and creates a vir-
tual task space between two remote spaces, where interactions with 3D objects can
occur. Our proposed face-to-face approach considers that remote participants share
an identical view of the same exact task space and are able to perceive one another as
if they were in same physical space. We believe that theNegative Space can serve as a
bootstrap template for future studies and developments on face-to-face collaborative
work with 3D objects.

6.6 Chapter Summary

In this chapter, we investigated how people and content should be presented for dis-
cussing 3D renderingswithin face-to-face collaborative sessions and introduced a new
design space to support such interactions. We detailed a user evaluation to compare
four different conditions, in which we varied reflections of both workspace and re-
mote people representation. Results suggest potentially more benefits to remote col-
laboration from workspace consistency rather than people’s representation fidelity.
Next, we focus on the perception of pointing gestures to distant targets in mixed re-
ality collaborative environments.
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7
Distorting Gestures to Improve

Perception

In this chapter, we present a novel technique to improve communication via
pointing gestures in mixed reality When communicating, people often use deictic
references (Deixॾ) – designating the referent by pointing at it [81, 26, 150]. Pointing
gestures are widely adopted nonverbal cues used to indicate distal artifacts and loca-
tions to others forgoing lengthy verbal descriptions [112]. Deixॾ is key to facilitating
collaboration, since it simplifies information sharing [48, 54].

7.1 Moধvaধon

In mixed reality collaborative environments, showing full or upper-body representa-
tions of people is known to improve awareness [19, 29], since natural body language
combined with speech can be used. Current mixed reality technologies allow both
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local or remote users to be immersed in collaborative virtual environments, making
it possible for people to see each other either through realistic virtual avatars [116]
or 3D-scanned representations [111]. Deixis fosters collaboration via natural gestures
that indicate virtual objects in a 3D environment, since both pointing and task objects
are visible.

Collaboration improves when people are able to accurately perceive others’ point-
ing gestures. Indeed, these have a considerable impact both on efficiency and task
performance when referencing objects or locations that are in close proximity [54].
For this reason, current computer-supported cooperative work approaches resort to
simple proxies of deictic pointing – telepointers [49], virtual rays and highlighted
targets [163] – to reference workspace artifacts. However, these proxies afford lim-
ited control, create visual clutter, and exhibit unclear ownership. Furthermore, these
methods fall short when communicating areas, paths, and directions [163].

While it is desirable to improve people’s ability to execute and perceive natural ges-
tures in collaborative virtual environments similarly towhat they do in the real world,
people observing pointing gestures are often unable to precisely determine where an-
other person is pointing to [61, 15, 27, 128], causing people to engage in lengthy verbal
descriptions to single out the location of interest [54]. There are otherways to resolve
referent ambiguity besides natural language. However, our approach handles this in
a natural and transparent manner.

Figure 7.1 demonstrates a typical pointing gesture where a person is pointing at
a specific target (Pa). To this end, they typically align the tip of their index finger
with the referent appearing in their field of view [15, 147, 160]. That is, the target
location is intercepted by the vector from the eye to the tip of the index finger [61].
Yet, in contrast to referrer’s gesture, observers use the direction of the pointer’s arm
and index finger to extrapolate its target [160, 61]. Thus, as exemplified in Figure 7.1,

Video Figure 3. Warping Deixis Overview.
http://web.ist.utl.pt/~antonio.sousa/videos/
sousa2019-acmchi-video-figure.mp4
(File size: 8.9 MB)
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Pa

Pc
Pb

Figure 7.1: When poinধng to a distal referent (Pa), people usually put their index finger between their eyes
and target. Yet, observers ođen rely on a extrapolaধon of the arm-finger line to find the target of the ges-
ture (perceiving something between Pb and Pc).

a linear extrapolation following the arm to index finger vector leads to a perceived
target (Pb) that is perceived as lying above the spot designate by thepersonperforming
the gesture. Furthermore, that extrapolation is nonlinear and most observers would
judge that the person in Figure 7.1A is pointing at the vicinity of Pc.

Herbort and Kunde [61] suggested that human attempts to judge the target’s posi-
tion using a linear extrapolation, which differs from a pure geometric linear extrapo-
lation, can be accurately described by a Bayesian model. Therefore, observers consis-
tently fail to interpret the target of another person’s pointing gesture (by perceiving
referents between Pb and Pc instead of Pa), forcing the pointer to engage in lengthy
verbal descriptions to single out the location of interest.

In this work, we proposeWarping Deixॾ, to improve the perception of deictic ges-
tures inmixed reality collaborative virtual environments. Our approachmanipulates
the pointer’s avatar to rectify the pose of the pointing arm in real-time, for the repre-
sentation to match the way people perceive the deictic gesture. We do this by dynam-
ically relocating the arm on the pointer’s virtual representation to create the illusion
of gesturing towards another location, thus improving the perception by an observ-
ing collaborator, as demonstrated in Figure 7.2A (before warping) and Figure 7.2B
(after warping). The pointer’s intended target is determined using the eye-index fin-
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A B

Figure 7.2: We present Warping Deixis, an approach to reducing misinterpretaধon of deicধc gestures using
body warping. Given a A) body representaধon of a poinধng person, our approach B) changes rendering of
the avatar’s arm to reduce the ambiguity of the gesture.

ger vector and the pointing arm is warped around the pointer’s shoulder so that the
arm-index vector couldmatch the pointer’s intended target. An overview ofWarping
Deixॾ can be seen in Video Figure 3.

The main contributions of this research include:

1. Warping Deixis, a novel body warping technique to improve how deictic ges-
tures are interpreted in collaborative mixed reality;

2. techniques to redirect arm poses applicable to different representations of vir-
tual humans;

3. a user study, evaluating the impact of our approach in referent identification
tasks;

4. and design considerations for future collaborative scenarios.

The user study validated the assumption that warping the pointer’s arm can signif-
icantly reduce misunderstandings of the referent and that people were not aware of
the avatar distortion, showing that our technique does not impair communication in
shared virtual environments as compared to the non-distorted representation.
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7.2 Warping Deixis

We propose Warping Deixis, an approach to reshape people’s pointing poses in real-
time, to improve human perception of deictic gestures in collaborative settings. We
defineWarpingDeixis as any adjustment to the avatar of a person performing a point-
ing gesture in order to make distal referents both more explicit and easier to be iden-
tified. These adjustments should be plausible in order not to shift other people’s
attention away from the collaboration proper due to abrupt arm movements. We
followed an approach analogous to the body warping technique by Azmandian et
al. [12]. We also target pointing gestures towards distal referents, commonly executed
with an almost fully extended arm [160], as depicted in Figure 7.1.

In this work, we focus on mixed reality environments where people collaborate
with each other through virtual representations that can be manipulated whenever
someone performs a pointing gesture. Therefore, our virtual representationmanipu-
lation approach incorporates two separate stages; 1) applying a Bayesian model to de-
terminewhere people should be pointingwhenperforming a gesture, 2) contributing
a warping technique to suitably change virtual representations of people.

7.2.1 Bayesian-based Poinࣅng Correcࣅon Model

As previouslymentioned, when interpreting a pointing gesture, observers try to iden-
tify distal referents using a linear extrapolation of the vector that follows the pointer’s
arm (resulting in Pb when the pointer’s intended target was Pa, in Figure 7.3A).
However, experimental results from Herbort and Kunde [61], suggest that human
attempts at linear extrapolation systematically deviate from a perfect geometric linear
extrapolation and the observer’s perceived position for the referent is usually located
slightly further up, between Pb and Pc depending on the pointer’s distance to the
referent. Still, the observer’s interpreted distal target location is disparate from the
location intended by the person pointing (Pa). Accordingly, our approach follows
these pointing production and gesture interpretation fundamentals to determine
the optimal pointer’s arm pose that would cause the deictic arm vector to appear to
be pointing exactly above the intended target (Pd), as depicted in Figure 7.3. This
enables the natural nonlinear human attempts of linear extrapolation to induce the
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Figure 7.3: Our approach uses A) a Bayesian model to predict the referent’s locaধon interpreted by the
observer, Pc, and B) calculates the necessary arm displacement to a C) distal locaধon Pd such that extrapo-
laধons by observers would result in their correctly interpreধng the pointer’s intended target Pa.

observer to perceive the correct intended distal referent. Next we detail the steps
necessary to calculate what the pointer’s arm position that will induce the desired
effect.

First, to realize the intended target (Pa), it is necessary to calculate the pointer’s de-
ictic vector and examine its direction. So a⃗ can be located by following the vector that
starts from the pointer’s eyes toward the index finger, a⃗= PIndex −PEyes. We define the
vector representing the linear extrapolation of the pointer’s arm as b⃗= PIndex − PElbow.
We established the elbow as the vector’s starting point considering that pointing ges-
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tures towards distal referents are not always executed with a fully extended arm [160]
and, therefore, the arm segment between shoulder and elbow are usually not con-
sidered by observers when extrapolating the arm’s pointing direction. However, any
transformation of the pointer’s arm should use the shoulder as a rotation pivot point
to exclude awkward and unnatural arm postures. Moreover, when in a pointing
stance, the shoulder offers more rotation freedom in contrast to the elbow.

Our approach relies on the Bayesian extrapolation model defined by Equation 2.1
to predict the referent’s position estimated by the observer (Pc), thus Pc = P̂b. Given
the pointer’s shoulder as a rotation pivot, it is possible to determine the angular trans-
formation needed to position the arm in the location where it should be. So, as
depicted in Figure 7.3B, the rotation required is the angular distance between (Pc)
and (Pa). Given the vectors from shoulder (PShoulder) to the perceived target, u⃗ =

Pc − PShoulder, and to the pointer’s intended target, v⃗ = Pa − PShoulder, it is possible
do determine the rotation axis r⃗ = u⃗× v⃗ and the rotation angle θ = ∠(⃗u, v⃗).

The value of θ can be applied to the pointing arm of any body representation of a
pointing person, since θ is the angular distance necessary for the arm to be pointing
to a distal location (Pd) that should result in an interpretation of (Pa) through a non-
linear human extrapolation of the pointing gesture, as demonstrated in Figure 7.3C.

7.2.2 Warping People’s Virtual Representaࣅons

Different methods have been used to create a virtual representation of people in
mixed reality environments (e.g. avatar model, point clouds, virtual hands). In all
these representations, arms are usually defined by a set of 3D points representing
either joints or surface points. Therefore, any warping operation will consist of
transforming a set of points according to an estimated matrix. For an avatar model,
skeleton transformations would bring a rigged mesh to the right location, yet, for
point cloud-based representations, the transformation must be applied to each indi-
vidual point comprising the full arm. Given a virtual representation V , consisting of
a set of 3D points p, warping the pointing arm to another location can be achieved
considering that we have the position of the pivot point (which in our case is PShoulder)
and that the point set representing the arm, A ∈ V , can be estimated. Thereby, the
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rotationmatrix R representing the angular rotation θ about the axis defined by r⃗, and
can be calculated by:

R = (cos θ)I+ (sin θ)[⃗r]× + (1 − cos θ)(⃗r⊗ r⃗) (7.1)

Where [⃗r]× is the cross product matrix of r⃗, ⊗ is the tensor product, and I is the
identity matrix. Then, our warping matrixW is:

W = TPShoulderRT−PShoulder (7.2)

Which represents a translation of the representationA to the origin so it is centered
around the pivot point PShoulder, followed by the rotation R, and translatingA back to
its original position. Finally, we apply the warping matrix to each 3D point in the
virtual representation of the arm:

p⃗warped = Wp⃗ , ∀ p ∈ A (7.3)

Figure 7.3C describes this process visually, highlighting in green the points that
were affected by the warping transformation. In the next section, we introduce the
user study, describe the evaluation prototype and discuss implementation details.

7.3 Evaluaধon

To assess whether our approach improves the perception of pointing gestures in col-
laborative settings, we conducted a user study using pairs of participants. During the
evaluation, participants were asked to alternate between the roles of pointer and ob-
server. The main goal was to check howwarping the pointer’s armwould benefit the
observer’s attempts at extrapolating the target location. We also evaluated whether
our warping technique was perceptible to the participants.

For this, we employed a fully-immersive virtual environment to accommodate par-
ticipants in a side-by-side formation (at a distance of 2m from each other), facing the
locationwere targetswould appear. We followed the arrangement of participants and
location of targets previously utilized by Herbort and Kunde [62]. However, in our
evaluation, participants were immersed in a virtual environment, yet they could see
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each other’s 3D avatars in real-time. Accordingly, we compared task performance and
gathered user preferences in two conditions: (1) withWarpingDeixis and (2) without
Warping Deixis (baseline).

7.3.1 Procedure

Participants were asked to perform a set of three tasks for each of the two conditions.
The order of conditionswas counterbalancedbetween sessions to avoid biased results.
All sessions followed the same structure: 1) an introductory briefing; 2) filling in a con-
sent form and a profile questionnaire; 3) executing the tasks with the first condition;
4) filling a questionnaire for the first condition; 5) executing the tasks with the sec-
ond condition; 6) filling the final questionnaire for the second condition. This took
approximately 30 minutes in total.

We started by introducing the user study procedure to each pair of participants, fol-
lowed by a description of the evaluation’s main objective without revealing our body
warping technique. Participants were only informed that the evaluation was a study
on perception of pointing gestures. Each participant was then randomly assigned
to their location, left or right in a side-by-side formation. Afterwards, participants
jointly executed both sets of tasks.

Task execution for each condition wasmade up of two stages. In the first stage, the
participant on the right initially assumed the role of observer, while the left partici-
pant was given referents to perform pointing gestures. Then, participants followed a
set of three number identification tasks on a vertical pole at three different distances,
similarly to Herbort and Kunde [62]. The second stage consisted of repeating the
first stage, but with the roles of pointer and observer reversed. In the following, we
detail the evaluation tasks.

7.3.2 Tasks

For the purpose of this research, we reduced the need for supplementary verbal or
contextual information asmuch as possible, since our objective relates to the accuracy
of the information conveyed by the pointing gesture alone. Therefore, tasks were de-
signed to not allow participants to use verbal descriptions to convey the location of
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A B

Figure 7.4: Pole task: A) from the point-of-view of the pointer, the pole featured blank squares and the
target was highlighted in green; B) on the other hand, observers were unaware of the green target and the
squares were numbered.

the target referents, also, the participants were encouraged to not use speech commu-
nication and just perform a pointing gesture.

We replicated the numbered pole experiment from Herbort and Kunde [62] in a
virtual environment. In all tasks, different information was presented individually to
the pointer and the observer, as shown in Figure 7.4. When participants assume the
roles of pointer and observer, they were asked to perform three tasks using a vertical
numbered pole at different distances to the pointer: one, two and three meters (Fig-
ure 7.5). While the participant in a pointing role was presented with a highlighted
target and no numbers, the observer was unaware of the target’s location but could
see the numbers. The observer was asked to report the referent’s exact location based
on how they interpret other participant’s pointing gesture.
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CBA

Figure 7.5: Parধcipants were asked to perform three referent idenধficaধon tasks in a verধcal pole posi-
ধoned at A) one meter, B) two meters and C) three meters.

The pole consisted of a vertical numbered line with 37 white squares with black
borders (8cm x 8cm), starting from the floor to 296cm of height. Thus, the vertical
distance between the center of adjacent squares was 8cm. We doubled the square size
used by [62] to improve the readability in Virtual Reality head-mounted displays,
and the pole was positioned in front of the pointer. As shown in Figure 7.4A, the
pointer’s view of the pole consisted of blank squares with the referent highlighted
in green. Pointers were instructed to point at the green square. On the other hand,
the observer’s view showed numbered white squares (Figure 7.4B). The numbers on
the square labels were previously assigned to each square randomly and were used
by the observer to report where the pointer was pointing to. Each pole task displayed
numbered squares in a different order, and the top andbottom squareswere excluded
as referents.

7.3.3 Setup and Prototype

We configured the evaluation environment for both participants side by side in the
same room. Each setup consisted of a desktop computer connected to anOculusRift
headset as depicted in Figure 7.6. We used a non-intrusive open source toolkit [135]
for body tracking, to combine skeleton information with the 3D representations of
people in the same coordinate system. Our capture setup included two Microsoft
Kinect v2 sensors mounted on tripods, 2m above the floor, facing down to ensure
that pointing arms were always unobstructed during capture.

We developed a prototype in Unity3D, and both setups were connected through
a LAN evaluation server using TCP connections for both user’s representation and
the synchronization of the evaluation environment, as depicted in Figure 7.6. In the
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Figure 7.6: Evaluaধon setup with two user study parধcipants and the prototype’s architecture design.

virtual environment, participants could see their own body representations and their
partners standing to their side. The virtual representations in the virtual environ-
ment matched the real world position of the participants. The virtual environment
also included visual indicators of the participants assigned positions, matching phys-
ical floor mats providing passive haptic feedback. A separate controlling application
was used by the evaluation moderator to advance the tasks in both environments, in-
stantiating targets and indicators accordingly, and setting the given answers during
the pole tasks.

The participants’ virtual representations were drawn as a 3D polygon mesh using
color and depth values obtained from the depth cameras. Body warping was imple-
mented in a vertex shader, applying Equation 7.3 to each point belonging to the arm.
To predict the observer’s interpreted location of referents, we employed the average
values ofw for Equation 2.1 provided byHerbort andKunde [61] for side view gesture
interpretation for each referent distance.

Warping can be triggered when someone is pointing to a target location or virtual
object. In this case, smooth transitions can be applied to avoid gross discontinuities
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Skeleton Model Joint

Interpolated Point

Arm Volume

Figure 7.7: To idenধfy the poinধng arm 3D points to warp, we consider all points within a volume defined
by a set of spheres centered across the arm skeleton model joints and other interpolated points between
those joints.

in arm movements. For the purpose of this evaluation, and since the only target con-
sisted of one pole, we employed a collider much larger than the pole (four meters
height and a width of two meters), which triggered the warping as soon as the partic-
ipant raised an arm. This triggering approach allowed for the warping to start earlier
and gradually. However, this strategy would need to be refined for virtual environ-
ments with multiple targets.

In regards to warping virtual representations, whenever a participant pointed to
the target area, the shaderwouldbeupdatedwith the relevant skeleton joint positions.
To determine what point-cloud elements would be warped, our approach selected
the points that were contained within a bounding volume, representing the person’s
arm. To determine that volume, we considered all space at the distance of 15cm
from the center of eachKinect skeletonmodel joints and interpolated bone positions
calculated from increments of 5cm, as demonstrated in Figure 7.7.

7.3.4 Apparatus

The evaluation trials were performed in a controlled laboratory environment (Fig-
ure 7.6). All trials featured twomoderators. Onemanaged the evaluation server and
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guided the experiment, while another took notes and observed whether participants
experienced any difficulty or discomfort. The server fired each trial and collected tar-
gets perceived by the observer (manually introduced by the first moderator). To col-
lect targets, the secondmoderator used a scripted dialogue that required the observer
to report and confirm the perceived target’s number.

Each participant was instructed to stand on top of the floor mats positioned to
match the positional indicators in the virtual environment. Participants were also
instructed not tomove around freely and keep to their assigned positions during each
session.

7.3.5 Parࣅcipants

Our subject group included 18 people (11 male, 7 female), organized in pairs. While
participants’ ages ranged from 18 to 44 years, most (14) were between 18 and 25 years
old. All reported having previous usage experience in Virtual Environments.

7.4 Results and Discussion

During the evaluation sessions we collected Task Performance data through logging,
and User Preferencॽ from questionnaires completed after finishing each set of tasks
under both conditions.

7.4.1 Task Performance

Wemeasured participants’ task performance using the distance between the task’s tar-
get, as indicated by the pointer, and the perceived target reported by the observing
participant. Similarly to Herbort and Kunde [62], we measured distances between
the centers of task targets and perceived target squares on the virtual pole, and then
converted these to meters. Figure 7.8 shows the logged mean error distances of the
observers for each task under both evaluation conditions.

We performed a two-way repeated measures ANOVA to assess how the indepen-
dent variables, pole distance and technique, affected the perceived distance to the
target. Pole distance included three levels (1, 2 and 3 meters) and technique con-
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sisted of two levels (baseline and Warping Deixis). All effects were statistically signif-
icant at the .05 significance level. The main effect for distance yielded an F ratio
of F(2, 34) = 60.325, p < .0005, η2

p = .780. Post-hoc Paired T-Tests revealed signif-
icant differences between 1m (M = .094, SD = .009), and 2m (M = .215, SD =

.016, t(35) = −6.726, p < .0005, d = −1.121), between 1 and 3m (M = .317, SD =

.023, t(35) = −8.972, p < .0005, d = −1.495), and between 2m and 3m (t(35) =

−7.122, p < .0005, d = −1.187). The main effect for technique yielded an F ratio
of F(1, 17) = 5.753, p = .025, η2

p = .253, indicating a significant difference between
baseline (M = .240, SD = .018) and Warping Deixis (M = .178, SD = .017). The
interaction effect was significant, F(2, 34) = 16.747, η2

p = .496.
Post-hoc tests, using a Paired T-Test with Holm-Bonferroni correction (Table 7.1),

revealed no statistically significant difference between our approach and the baseline
condition in the first task (1m to pole), whereas for the other tasks (2m and 3m to
pole), Warping Deixis (1m: M = .107m, SD = .067; 2m: M = .174m, SD = .089; 3m:
M = .252m, SD = .135) successfully improved the observers’ perception in compar-
ison to the baseline (1m: M = .085m, SD = .043; 2m: M = .255m, SD = .094; 3m:
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Figure 7.8: Task performance results for each condiধon: mean and 95% confidence interval error bars.
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Comparison t df p d α
BL 1m - WD 1m -1.327 17 .202 -.312 .05
BL 2m - WD 2m 2.671 17 .016 * .629 .017
BL 3m - WD 3m 3.386 17 .004 * .798 .01
BL 1m - BL 2m -9.331 17 <.0005 * -2.199 .006
BL 1m - BL 3m -11.212 17 <.0005 * -2.642 .006
BL 2m - BL 3m -8.57 17 <.0005 * -2.019 .007
WD 1m - WD 2m -2.66 17 .016 * -.627 .025
WD 1m - WD 3m -4.354 17 <.0005 * -1.026 .008
WD 2m - WD 3m -3.277 17 .004 * -.772 .013

Table 7.1: Staধsধcal tests reported at p = .05 significance levels (BL: baseline, WD: Warping Deixis). ∗
denotes staধsধcal significance compared to the Holm-Bonferroni corrected α value.

M = .382m, SD = .121). At onemeter, the pointer’s index finger is so close to the refer-
ent that our approach yields no significant gain. This result agrees with the findings
at one meter reported by Herbort and Kunde [62]. However, for either technique,
longer distances to the pole significantly increase the error to the perceived target as
shown on the last three lines of Table 7.1. For these,WarpingDeixis shows significant
advantage.

7.4.2 User Preferences

After completing each set of tasks, participants were asked to fill in a preferences ques-
tionnaire related to the condition they had just experienced. One of our key goals
was to assess whether warping was perceived by the observers. The questionnaire
included statements scored on a 6-point Likert Scale where a value of 1 meant that
users did not agree at all with a statement and 6 meant that they fully agreed with it.
Table 7.2 shows posed questions and corresponding results for both conditions.

For all questions, the Wilcoxon-Signed Ranks test revealed no statistically signifi-
cant differences between the baseline and Warping Deixis conditions. This suggests
that our approachwarped the arm in a convincingmanner, since participants did not
seemingly distinguish anymorphological changes in the body representations of their
companions.

In addition, the questionnaire also featured the open question: “Did you find any-
thing strange about your partner’s body representation in the Virtual Environment?
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Question Warping
Deixॾ Baseline

Q1. I felt present in the Virtual Environment. 5 (1.5) 5 (1.5)
Q2. I felt that my colleague was present in the
Virtual Environment. 5 (1.75) 5 (1)

Q3. I felt that I was pointing to were I wanted
to point. 4.5 (1) 5 (.75)

Q4. It was easy to understand where my colleague
was pointing to. 4 (0) 4 (1.75)

Table 7.2: Results for the user preference quesধonnaires (Median, Inter-quarধle Range).

If so, please state what.”. Seven participants reported the somewhat noisy represen-
tations caused by the depth sensor for both conditions. However, they did not re-
port anything specifically relatable to the Warping Deixis condition, reinforcing that
avatar distortion was not noticeable.

7.5 Discussion

From the findings, as revealed by the evaluation, we conclude that Warping Deixis
demonstrates a significant improvement in the interpretation of deictic gestures to
distal referents in a Virtual Reality environment. The tasks presented show that ob-
servers benefit from our warping technique when interpreting the referents located
two and three meters in front of the person performing the pointing gesture. Still,
our approach has some limitations.

The employed Bayesian model only considers the vertical axis to extrapolate the
observers’ interpretations of pointing gestures. In this research we focused on im-
proving the accuracy of the vertical component, because misunderstandings occur
consistently due to the elevation of the arm [15, 61, 160]. Furthermore, arm elevation
is not only relevant to indicate referents in a vertical plane, but also is useful to refer
to objects at different depths/distances. Yet, previous research suggests that human
vector extrapolation is often biased toward both the vertical and horizontal axis [23].
Further research is necessary to assess the benefits of using a Bayesian correction ap-
proach to horizontally distributed referents.
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In our evaluation prototype, we employed a virtual representation of the partici-
pants based on point cloud data converted to a textured mesh, using data from com-
modity depth cameras. Our approach showed some noisy contours, especially in
parts of the participants’ body that were not facing the depth cameras. Some partic-
ipants reported this, although none suggested that the issue affected the experience.
In future research, more accurate representations of people should be used to assess
body warping techniques. One might argue that camera noise had the positive effect
of masking distortions induced by warping limbs during deictic gestures. A more
accurate representation might require more work to make geometric distortions im-
perceptible.

Finally, our approach provides the means to reduce the ambiguity of deictic ges-
tures but does not allow for precise identification of referents. Indeed, if the eval-
uation participants were able to use verbal communication to resolve target misun-
derstandings, tasks would require considerably longer periods of time to be accom-
plished and the identification of referentswould bemore exact. Yet, pointing gestures
also function as a complement to speech, when verbal communication combined
with deictic references is difficult [61]. Furthermore, pointing gestures to ambiguous
referents require longer verbal descriptions than unambiguous ones [14], allowing
people in collaborative environments to become more focused on domain tasks and
less involved in the tasks of maintaining the collaboration [54].

7.6 Conclusions

In this chapterwe introducedWarpingDeixis, a bodydistortion approach to improve
the perception of pointing gestures in virtual collaborative environments. The effec-
tiveness of the technique, is backed by an experimental evaluation as compared to a
baseline condition. To this end, we compared our warping method with not apply-
ing it at all in a series of tasks to identify referents on a numbered pole. We devised a
virtual environment where two participants alternately assumed roles of pointer and
observer. Results suggest that Warping Deixis is successful at reducing the ambigu-
ity of pointing gestures. Furthermore, people failed to notice the effects of our body
warping approach when interpreting pointing gestures and arm motions.
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Our results, beyond suggesting that Warping Deixis can improve collaboration in
mixed reality scenarios, also indicate that retargeting pointing gestures could bene-
fit future human-technology approaches. Environments that exploit avatar-like or
real-time 3D reconstructions of people are not the only systems that would benefit
from retargeting the direction of pointing gestures, since any setting relying on the
interpretation of deixॾ to interact with humans, currently suffers from the misun-
derstandings and miscommunication previously described. Thus, improvements in
retargeting pointing gestures should enhance the effectiveness of virtual humanoid
companions and non-player characters (NPCs) [108] in virtual environments, as well
as, physical robot instructors and guiding helpers [38, 25, 93, 139, 131]. Despite that,
the results disclosed in this work suggest thatmanipulating virtual representations of
people is an effective technique to enhance the understanding of intentional commu-
nication in collaborative environments.

7.7 Chapter Summary

In this chapter, we introduced Warping Deixॾ, a novel approach to improving the
perception of pointing gestures and facilitate communication in collaborative mixed
reality environments. By warping the virtual representation of the pointing individ-
ual, we can match the pointing expression to the observer’s perception. We evalu-
ated our approach in a co-located side by side virtual reality scenario. Results suggest
that our approach is effective in improving the interpretation of pointing gestures in
shared virtual environments. In the following chapter, we take a step forward and
address the reshaping of gestures aimed at enhancing workspace awareness in face-to-
face remote collaborative settings.
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8
Reshaping Gestures for Seamless

Face-to-face Remote Collaboration

In this chapter, we depart from distant pointing and focus on proximal interactions
in shared 3D workspaces. Therefore, we present a novel technique to improve face-
to-face remote collaboration inmixed reality shared 3Dworkspaces using perception
manipulation. We developed the present research on top of the knowledge that orig-
inated from the work introduced in the previous chapter. The ensuing investigation
constitutes the final user evaluation that closes the research that encompasses this dis-
sertation and tries to give a definitive answer to our research statement.

8.1 Moধvaধon

For a telepresence meeting to be closer to a co-located experience, the person space,
should rely on real size portrayal of remote people to allow understanding of nonver-
bal visual cues, such as facial expressions, gaze, body posture, gestures to indicate ob-
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jects referred to in speech (deictic gesturॽ [104]), or how people utilize the space and
position themselves when communicating (proxemics [56]). Buxton also identified
task space as the “space where the work appears” that can be either private or shared
between participants, and reference space as the “space within which the remote party
can use body language to reference the work.”

Despite person space being initially considered separate from the task space, Ishii et
al. [68] suggested that both concepts should be integrated when considering face-to-
face meetings using a transparent display metaphor to maximize perception of other
people’s nonverbal cues. Indeed, with transparent displays, two videoconferencing
participants can simultaneously see the other and digital content rendered between
them, which can be jointly manipulated, minimizing attention shifts between the re-
mote person and the shared workspace. Yet, people in a face-to-face conversation
have no common orientation of right or left, reducing awareness and raising ambi-
guity. This lack of awareness negatively affects the quality of the cooperation [166]
because it constrains the ability for people to use descriptions of relative positions.
Ishii et al. [68] addresses this issue in Clearboard by mirror-reversing the remote per-
son’s video stream, producing gaze and pointing awareness since 2D graphics and text
can thus be corrected to the participant’s point-of-view.

This approach has been the subject of research for 2D content collaborative ma-
nipulation [164, 91, 166]. However, collaborating face-to-face with 3Ddigital content
gives rise to multiple problems that impair the understanding of nonverbal commu-
nication and the overall awareness of the shared workspace. Contrary points-of-view
can result in different perceptions or even serious communication missteps. Partici-
pants do not share the same forward-backwards orientation, and occlusions can affect
the understanding of where or what the remote person is pointing at. Therefore, de-
spite maintaining the sense of “being there” [64] enabled by the ability to communi-
cate verbally, making eye contact, and observing gestures and facial expressions [69],
remote collaborators in a face-to-face formation are unable to achieve a common un-
derstanding when interacting in a 3D workspace, as depicted in Figure 8.1A.

In this work, we proposeAltered Presence, a novel approach to improving face-to-
face collaboration in shared 3Dworkspaces by manipulating person space, task space
and reference space in subtle manners. Our approach ensures that opposing partici-
pants share the same perspective of the workspace and distorts gestures performed by
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A B C

Figure 8.1: Despite leveraging nonverbal communicaধon in virtual meeধngs, people communicaধng in a
face-to-face with 3D content A) do not share the same perspecধve of the workspace leading to occlusions
of informaধon and misunderstandings. Altered Presence enables collaborators to share the same perspec-
ধve while manipulaধng the virtual representaধon of remote people to improve the awareness of what is
happening in the workspace. When interacধng in a shared workspace B) our approach reshapes the ges-
tures of remote people C) so that a common understanding is shared by both parধcipants.

a remote person to present a corrected virtual representation of those gestures to the
local participant using body warping.Figure 8.1B demonstrates a person performing
a pointing gesture to a feature on a shared 3D workspace. An observing collaborator
is able to see what is happening with the 3D artifacts in the workspace, but also per-
ceive the gestures in a corrected reference space creating an illusion that the gesture
was performed as intended because it matches the local participant’s reference space,
as shown in Figure 8.1C, thus improving the collaboration since both participants
are always aware of the state of the workspace while being able to communicate non
verbally. We developed a mixed reality telepresence environment implementing our
approach using virtual representations of people rendered at life-size scale around a
shared above-a-tabletop workspace. A user study validated the assumption that shar-
ing the same perspective and reshaping remote peoples’ gestures while in a face-to-
face formation improves overall workspace awareness and facilitates collaboration as
compared to having people collaborate in a side-to-side formation.

We contribute:

1. Altered Presence as a interactive space to integrate person-, task-, and reference
spaces for face-to-face remote collaboration in mixed reality;

2. implementation details on warping techniques to reshape the gestures on vir-
tual representations of people;
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3. a user study, evaluating the impact of our approach on workspace awareness.

In what follows, we first present the design of our approach, and the implementa-
tion details, report on the user study and provide a discussion of the findings. Finally,
we discuss design considerations for future face-to-face collaborative scenarios and
directions for future work.

8.2 Altered Presence for Remote Collaboraধon

We introduceAltered Presence for face-to-face collaboration in sharedobject-centered
3D workspaces. Through Altered Presence remote people can meet and engage in
computer-mediated collaborative design and review tasks in mixed reality environ-
ments. Our approach follows the Gutwin andGreenberg [54] assumption that com-
municating positions on the workspace, reading people’s gestures, and switching at-
tention from task space to person space and vice versa, require additional efforts to
maintain collaboration. Accordingly, the main objective of our approach is to mini-
mize participants’ engagement on peripheral tasks to maintain collaboration and re-
focus their attention to the domain tasks.

Our vision forAltered Presence is to create a design space that improves collabora-
tion by allowing remote people always to share the same perspective of theworkspace.
And, at the same time, be aware of the nonverbal intentional communication cues
naturally provided by the full-body representation the remote person in front of
them. Therefore, our approach allows people to have the same understanding of the
workspace in face-to-face formations and presents manipulated versions of remote
participants so that their gestures canmake sense to a local observer. In this work, we
focus on two people. While some aspects of our workmay extend tomultiple people,
person-person communication is a typical critical case worth considering separately.

Next, we present a usage scenario exemplifying an instance of a collaborative in-
teraction enabled by our approach. We further detail our improved integration of
person space, task space, and reference space. And present our approach’s method
for manipulating virtual representations of people.

122



RESHAPING GESTURES FOR SEAMLESS FACE-TO-FACE REMOTE COLLABORATION

8.2.1 Remote Collaboraࣅon for Design Review of 3D models

Jessi and Chip, two automotive designers overhauling a classic car, are engaged in a
remotemeeting to discuss the new exhaust system. Chip is an industrial designer and
requires Jessi’s technical feedback since she is a mechanical engineer. So, they both
agree to meet in their mixed reality workbenches powered by the Altered Presence
approach. They meet facing each other across a virtual environment that includes
life size depictions of their avatars in front of a workbench. Chip loads the model of
the project he has been working. The 3D car model appears in the shared workspace
between themabove theworkbench. Halfway thoughpresentinghis designproposal,
Chip points to direct Jessi’s attention to the rear of the 3D model. Jessi notices that
the exhaust pipe location conflicts with the chosen rear bumper. Despite being face-
to-face, both share the same perspective of theworkspace, and so Jessi, using pointing
gestures, indicates the optimal position for the newly redesigned exhaust pipe. Chip
agrees to Jessi’s assessment and places a virtual annotation marker where the exhaust
pipe should be. In the end, they schedule a new virtual meeting a week forward to
discuss the revised model.

8.2.2 Reshaping the representaࣅon of remote people

For two opposing collaborators facing each other to have the same perspective of the
shared 3D workspace, their individual workspaces orientations are directed to them.
Imposing the same perspective, at this moment, creates individual workspaces that
are inverted and participants would have contradicting interpretations of left and
right direction, and depth. To correct for this mismatched reference space, we pro-
pose altering the representation of the remote person. Therefore, Altered Presence
employs two body warping techniques: mirroring the virtual representation of the
remote person first to correct the left-right axis and readjust the arms interacting with
the workspace to rectify the depth of the interaction.

Mirroring

Similarly to Clearboard [68] and 3D-Board [166], our approach introduces a hori-
zontal mirror-reversal of the remote person’s embodiment, using the “over a table”
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metaphor. With this, a local observer can perceive correctly remote interactions in
the workspace’s left-right axis. Furthermore, body language and gaze direction will
also match horizontally with the local reference space. This method is only sufficient
for vertical 2D workspaces since, in our scenario, there is also the need to correct for
depth.

Move arm into posiࣅon

To account for depth, we propose to artificially relocate the remote person’s hand in-
teracting with workspace, into the correct location along the forward-backward axis.
Considering the hand as an end effector of the whole arm, moving the remote per-
son’s hand to the matching place in the local reference space dictates that the arm’s
upper arm and forearmmust also follow the movement accordingly, as shown in Fig-
ure 8.1C.

8.2.3 Integrate Person-, Task-, and Reference Space

Following the style of face-to-face interactions presented in Clearboard [68],Altered
Presence assumes an “above-the-table”metaphorwith real-size virtual representations
of remote people, allowing participants to see each other and share the same reachable
space so they can easily discuss and interact with virtual artifacts. Also, interacting at
a real-scale in a face-to-face formation promotes co-presence and enables people to
be always aware of the other’s actions. However, a naive approach to integrate the
personal, task, and reference spaces to support the previously described scenario, has
problems with occlusions that hinder workspace awareness.

Our approach ensures that the opposing participant has the same perspective of
the workspace prevent people from having different views and understandings of the
workspace, as depicted in Figure 8.2. Sharing an identical viewpoint ensures that par-
ticipants canperceive the same regions of interest at the same timewithout occlusions.
Also, for this to remain true, any manipulations to the workspace or to individual
artifacts have to be similarly perceived on both sides. However, sharing the same per-
spective of the workspace breaks the reference space, since deictic gestures and gaze
performedby the remotepersonwouldnotmatch the correct intended locationwhen
perceived by the observing collaborator. Altered Presence distorts the remote partic-
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Location A Location B

Local Person
Local Person

Remote Person

Remote Person

Figure 8.2: Altered Presence merges two remote locaধons into one single shared workspace, where collabo-
rators can meet and engage in computer-mediated collaboraধve 3D design and review tasks

ipant’s virtual representations to reshape their gestures to match the reference space
of the local person. This is especially useful for tasks involving participants commu-
nicating specific features on shared digital models using proximal pointing, gesticu-
lating relationships between workspace artifacts, or to ensure that everyone is aware
of changes to virtual objects resulting from direct manipulation.

Therefore, we consider our approach to be a step forward in achieving workspace
awareness in object-centered 3D collaboration because Altered Presence enables
collaborators to seamlessly express and observe consequential communication,
feedthrough, and intentional communication.

Consequenࣅal Communicaࣅon.

In a full-scale face-to-face formation, the collaboration actors are always visible, reduc-
ing the necessity to shift focus between task space and person space. It requires fewer
eye-movements and fewer body rotations away from the workspace. Indeed, people
in front of each other can see the other person’s body language and understand their
actions.

Intenࣅonal Communicaࣅon.

Altered Presence assures that gestures in the remoteworkspace are correctly converted
to the local reference space. And since both participants have the same understand-
ing of the workspace artifacts’ whereabouts, deictic gestures and demonstrations per-
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A B C

Figure 8.3: Object Manipulaধon: A) In a remote workspace a collaborator moves an object from locaধon 1⃝
to 2⃝. B) Sharing the same perspecধve of the workspace without any manipulaধons to people’s acধons do
not match the local reference space. C) In Altered Presence, a local observer observes an idenধcal acধon but
with a mirrored path.

formed remotely remainmeaningful when converted, allowing collaborators to com-
municate using natural gestures freely.

Feedthrough

Sharing the same perspective of the workspace allows collaborators to perceive the
same artifacts’ position and orientation. With AP, manipulations of artifacts remain
identical in both local and remote workspaces. Figure 8.3A depicts a remote collabo-
ratormoving a virtual object from one location to another within the workspace. Re-
shaping the remote collaborator’s gesture is fundamental to creating the illusion that
the action matches the object’s change in position. Thus, a local observer perceives
an equivalent portrayal of that action. The remote collaborator’s virtual representa-
tion acts accordingly to the local reference space (Figure 8.3B), thus communicating
feedthrough.

8.3 Implementaধon

To study and evaluate our approach, we implemented a real-time end-to-end proto-
type. Our prototype platformmerges the spaces of twophysical remoteworkbenches
into a single virtual workspace where local people can interact with a remote collab-
orator rendered in 3D in front of them, as depicted in Figure 8.2. Being a telepres-
ence technique, our prototype requires implementing capturing, transmitting, and
displaying remote people as if they were interacting in the same space (Figure 8.4).
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1. Local Collaborator 2. Remote Copy

5. Body Segmentation4. Inverse Kinematics 6. Body Warping

3. Mirror

Figure 8.4: Overview of the Altered Presence implementaধon pipeline.

8.3.1 Capture

Similarly to other state-of-the-art approaches [17, 11, 95, 111, 113, 166], our implemen-
tation relies on commodity depth cameras to capture people’s virtual embodiments.
We used two instances of the Creepy Tracker Toolkit to capture in real-time a full
color and depth point cloud data models of local and remote people. The data mod-
els are then transmitted through a local area network and reconstructed into a 3D
textured mesh (similar to Maimone and Fuchs [95]) creating the appearance of cap-
tured remote person in the local collaborator’s end. Following along the point cloud
data, the skeleton model of the captured person is also transmitted. To reduce any
noisy skeleton model data, we employed the 1€ filter [31].
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8.3.2 Body Manipulaࣅon

Initially, we mirror the point cloud and the skeleton model in a simple horizontal
reflection around the center of the workspace. If the remote speaker has his hands
in the workspace/above the table, further body manipulation is used to reshape his
gestures. We apply linear interpolations when the participants arms enter or leave the
workspace to minimize abrupt movements that could break the illusion of people
naturally performing that gesture. Body manipulation is performed in three steps.

First, from the set of body joints provided my the skeleton model, we derive a full
list of segments, as depicted in Figure 8.5. For each point of the point-cloud, we ob-
serve its perpendicular to each body segment, associating it to the closest one. Second,
we apply the inverse Kinematics correction. A double reflection of the participant’s
hand tip position inside the workspace gives us the position if the desired end effec-
tor. Having the endpoint for the hand tip effector, we use an inverse kinematic ap-
proach was based on Badler and Tolani [149] model for real-time inverse kinematics
of the human arm, obtaining the end position for all the other arm joints. So, with
the inverse kinematic-modified joints in place, a continuous linear interpolation is
used to move the original skeleton model’s arm joints towards the inverse kinemat-

Upper Arm

Forearm

Hand

Figure 8.5: Body Segmentaধon and skeleton model upper arm, forearm and hand
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ics calculated ones. This is done to guarantee that there is no sudden or abrupt arm
movements, ensuring a smooth transition.

Finally, similarly toWarping Deixॾ, we use the obtained segmentation of the point
cloud and its relation to the skeleton data, and transform their positions according to
the applied transform to the arm. Differently than their approach, instead of a global
transformation to the shoulder, we calculate 3 transformation matrices for each arm:
the upper armmatrix, the forearmmatrix, and the handmatrix, which come from the
inverse kinematics calculation. The final result is a re-oriented 3D representation of
the remote person,with the hand tip located at the desired spot, and the armplausibly
warped to that position.

8.4 User Evaluaধon

We conducted an user study using pairs of participants to assess whether Altered
Presence enhances face-to-face collaboration by improving awareness in shared
workspaces for 3D object-centered remote collaboration. Themain goal of our study
was to check whether people can maintain a shared understanding of the workspace
while interacting in a face-to-face formation and sharing the same perspective of the
workspace. Namely, we wanted to understand if our approach was successful to the
point that when someone points at a specific point-of-interest, the observing collab-
orator can identify it in the workspace. Furthermore, we also evaluated co-presence
participants to be aware of the workspace and their counterparts’ personal space.

A B

Figure 8.6: A) Instructor view and B) Operator view
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8.4.1 Design

Our hypothesॾ throughout the experiment wॼ that imperceptible distortions can be
beneficial to remote virtual collaboration without negatively impacting task perfor-
mance. Participants were asked to complete a pointing task, where one participant
would point at a target and the other had to interpret the pointing gesture and iden-
tify the correct target position.The focus of the task addressed a challenge that arises
frequently when collaborating over a 3D object, which is to understand the remote
collaborator’s perspective of the object [40]. One participant was designated instruc-
tor and the other had the role of operator. The instructor was shown a set of targets
to point at (Figure 8.6A), one at a time, and the operator had to place amarker where
he interpreted the instructor to be pointing at (Figure 8.6B). The targets were not vis-
ible to the operator, and the operator’s marker was not visible to the instructor. The
task consisted of eight repetitions, using different target positions and covering both
sides of the workspace. We had six distinct sets of different targets, which were alter-
nately assigned. To prevent occlusions by the own representation, and tomake it less
obvious for the instructor to know where the operator was placing the marker, there
was an offset between the operator’s hand and themarker. For each condition, partic-
ipants completed the task twice, each time assuming a different role, and with a dif-
ferent set of targets. Participants were not allowed to use any verbal cues to aid target
interpretation andmarker placement. The evaluation followed a within-participants
design, with three conditions:

Ü Face-to-face with Altered Presence (AP) – Participants were in a face-to-face for-
mation in opposing sides of the workbench. The individual representations of
theworkspace are facing the participants for them to share the same perspective
(Figure 8.7A).

A B C

Figure 8.7: Evaluaধon condiধons: A) Face-to-face with Altered Presence (AP), B) Veridical face-to-face (F2F),
and C) Side-to-side (S2S).
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Ü Veridical face-to-face (F2F ) – Participants were in a face-to-face formation in
opposing sides of the workbench. The perspectives of the workspace followed
a physicalmetaphor,meaning that participants had opposing points-of-viewof
the workspace (Figure 8.7B).

Ü Side-to-side (S2S) – Participants were in a side-to-side formation facing
the workbench, therefore sharing the same perspective of the workspace
(Figure 8.7C).

Wedecided touse baselines thatmimic physicalworld interactions, since the perfor-
mance they provide is typically the objective when developing remote collaboration
approaches [113, 17]. Theuse of twobaselines is related to the fact that one enables par-
ticipants to engage in face-to-face communication (F2F), while the other allows them
to observe the same side of the workspace (S2S), and no other approach exists that
combines these two features. Participants were not made aware of any body warping
manipulations.

8.4.2 Procedure

All evaluation sessions followed the same structure and lasted for about 45 minutes.
Participants started by fulfilling a profile questionnaire and a consent form. They
were then introduced to the evaluation, where we explained conditions, tasks, and
roles. After, participants experimented all conditions. Conditions’ order followed
a Latin Square design, and participants were assigned instructor and operator roles
randomly. For each condition, upon completing the task, participants switched roles
and executed the task again with a different set of targets. After finishing the second
task, they were asked to answer a questionnaire regarding that condition.

8.4.3 Measures

The user study included both objective and subjective measurements. Considering
objective measures, we logged time participants took to complete the tasks, as well as
distance errors between targets and markers placed by the operators. We also logged
the distance between the participants’ virtual representations and the angles between
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the forward vector of the operators’ head to theworkspace forward vector (hereinafter
referred to as Look Angle). This is an indirect measure on how much of the partici-
pant’s focus lies on the 3Dmodel being discussed. As for subjectivemeasures, wemea-
sured the social presence, perceived message understanding, and whether or not par-
ticipants noticed anything unusual about the virtual representations, through ques-
tionnaires.

8.4.4 Setup and Apparatus

We built a prototype to evaluate the Altered Presence concept through a user study.
This prototype was developed using Unity3D and was comprised of two different
applications, one for each user. Each user was located in the same room, but in dif-
ferent spots separated by a curtain. These two applications were implemented in a
way that allow the connection between those two physical spaces. To visualize the
shared virtual environment each of them wore an Oculus Rift HMD, as shown in
Figure 8.8. We chose this device over augmented reality glasses such as the Magic
Leap or Hololens due to his increased field of view (FOV), which enabled them to
view both the virtual content and the remote person representation simultaneously.

Either subject was able to see the representation of their remote partner, which
were capturedusingMS/Kinect1 devices and thenmapped into amesh representation.
This representationwasplaced face-to-face to the local user or side-by-side, depending
on the condition. Each of the physical spaces, comprising of a black table in a height
that was comfortable for users to visualize the virtual content and the remote person

Depth Camera

Head-mounted display

Physical Workbench

Figure 8.8: Evaluaধon setup.

1https://developer.microsoft.com/en-us/windows/kinect
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accordingly. Both sides featured a physical pressing switch near the participants to
start and advance the evaluation tasks. The virtual content was then placed on top of
the workbench, between the local and remote user.

8.4.5 Parࣅcipants

Our subject group included six pairs of participants (12 total, 6 female). Participants’
ages ranged from 23 to 34 years (M = 28.25, SD = 3.76). All reported having previous
experience both in virtual and augmented reality. Six participants reported rarely us-
ing virtual and augmented reality, three participants declared using these at least one
a month, another three disclosed using such technologies at least once a week. Three
participants reported seldom using video-conferencing solutions, four indicated us-
ing those at least once a month, and the remainder reported daily use.

8.5 Results

Throughout the evaluation trials we collectedTask Performance and Spatial Relation-
ships data using logs, and gatheredUser Preferencॽ information from questionnaires
filled up after the execution of the tasks correspondent to each condition. To
analyse the gathered data, we first used Shapiro-Wilk test to check for data normal-
ity. To find significant differences in normal distributed data we ran a repeated
measures ANOVA, checking for sphericity with the Mauchly’s test and applying the
Greenhouse-Geisser correction when it could not be assumed. For those data that
did not follow a normal distribution we ran a Friedman non-parametric test. We
applied the Bonferroni correction to Post-hoc tests. In what follows we present the
results obtained from both task performance (time and errors) and user preference
metrics.

8.5.1 Task Performance

We measured task performance using the error distance between the instructor’s tar-
get and the last cursor position picked by the operator. Likewise, we measured the
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Figure 8.9: Tasks’ error distance for each condiধon.

time spent from the start of each task to the timestamp of the operator’s last cursor
manipulation.

Figure 8.9 shows task error distances for each condition. The mean error distance
differed significantly between conditions F(1.090, 8.718) = 14.129, p = .004, η2

p = .645.
Post-hoc tests revealed no statistical difference between AP (M = .079, SD = .008)
and F2F (M = .048, SD = .005). However, the statistical analysis revealed statisti-
cal differences between conditions S2S (M = .034, SD = .004) and AP (p = .003),
and between S2S and F2F (p = .014). Regarding task times (Figure 8.10), no statisti-
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Figure 8.10: Task ধme for each condiধon.
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Figure 8.11: Spaধal Relaধonships: A) Distance between parধcipants for each condiধon; B) Mean values for
head angle for each condiধon.

cally significant distances existed between conditionsAP (M = 14.9s, SD = 1.0), F2F
(M = 18.5s, SD = 2.4), and S2S (M = 17.1s, SD = 1.8).

8.5.2 Spaࣅal Relaࣅonships

Distances between participants in the virtual space, are depicted as horizontal bars
in Figure 8.11A. The reported results for distance indicate significant statistical dif-
ferences between the different conditions (F(2, .032) = 151.548, p < .001, η2

p = .947).
Namely, S2S (M = .509, SD = .021) was significantly different from both AP (M =

1.067, SD = .032, p < .001) and F2F (M = 1.15, SD = .047, p < .001).
As for the look angle, depicted in Figure 8.11B, we can also observe statistically sig-

nificantly differences between the three conditions (F(1.273, 14.004) = 19.106, p < .001,
η2
p = .634). Both AP (M = 10.667,SD = .484, p < .001) and F2F (M = 19.494,SD =

2.322, p = .050) showed smaller values than S2S (M = 32.487,SD = 3.703). Addition-
ally, AP was also smaller than F2F (p = .006).

8.5.3 User Preferences

We assessed people’s subjective responses using questionnaires, which were based in
the Network Mind Measure, for Social Presence [57] and in the Single Ease Ques-
tion [126] regarding usability. They were comprised of twelve statements using a
6-point Likert scale, where a value of 1 means they totally disagreed with a statement

135



RESHAPING GESTURES FOR SEAMLESS FACE-TO-FACE REMOTE COLLABORATION

Question AP F2F S2S
1. I felt present in the virtual environment. 5(.25) 5(1) 5.5(1)
2. I felt that my partner was present in the virtual environment. 5(5.5) 6(1) 6(1)
3. I felt that my presence was evident to my partner. 5(.5) 5(1) 6(1)
4. I remained focused on my partner throughout our interaction. 4.5(1) 5(.25) 4.5(2)
5. I remained focused on the workspace throughout our interaction. 5(2) 5(.5) 4.5(2)
6. I felt that my partner could remain focused on me throughout our interaction. 4.5(1) 5(1) 4.5(2)
7. I felt that my partner could remain focused on the workspace throughout our interaction. 5(1.25) 5(0) 5(1)
8. I could understand my partner’s actions. 5(1.5) 5(.5) 5(1)
9. I felt that my partner could understand my actions. 5(1.25) 5(.5) 5(1.25)
10. I felt that I was pointing to where I wanted to point. 4(2) 5(1.25) 5(1)
11. It was easy to understand where my partner was pointing. 4.5(2) 4(1.25) 5(1.25)
12. It was easy to understand what was happening in the workspace. 4.5(1.25) 5(1.25) 5(1)

Table 8.1: Results for the user preference quesধonnaires (Median, Inter-quarধle Range).

and a value of 6 signifies that they totally agreed with it. The questionnaires and as-
sociated results are summarized in Table 8.1. Interestingly, participants reported no
marked preference for either of the three different setups. They seemingly felt com-
fortable with either setup and would adapt after a preamble negotiation with the
other party.

Regarding warping, no participant was seemingly aware of distorted representa-
tions of the other party, althoughmost reported artifacts in the kinect-collected point
clouds. One person noticed that the image of the other participantwasmirrored, due
to altered text on their t-shirt. Another person remarked that being inside other peo-
ple ”is confusing” during the actual experiment, although none reported this after
the experiment was over. However, we noted that most participants took pains to
establish a minimally comfortable distance from the other, in the S2S condition.

8.6 Discussion

Our results show that AP seemingly works best since occlusions are far less likely to
exist. This was confirmed by participants’ remarks during the experiment and agrees
well with classical results fromCSCW.However, our approach while being perceived
as natural, requires better tracking to avoid depth perception errors. Our approach
significantly contributed for participants to spend more time looking forward, since
they could simultaneously see both the workspace and the remote collaborator with-
out having to turn their head. Moreover, our approach did not suffer from intimate
space violation as observed in S2S. This seemingly bothered some participants, as
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some asked their partners tomove away during the actual experiment. However, this
disturbance was not reflected in user preference questionnaires because after they ad-
justed themselves, virtual body overlap was no longer an issue to the successful com-
pletion of the task.

8.6.1 Task Times

AP was on a par with the baseline conditions, although performance figures feature
a lower dispersion, which seemingly indicates more predictable outcomes. As we can
see from the results, S2S led to fewer errors, which is unsurprising, given that par-
ticipants were ”forced” to assume similar POVs. Performance results seemingly go
against our expectation that APwould best both S2S and F2F. Thismay be explained
because of perfectible tracking (Creepy Tracker showed performance limitations and
the number of cameras was insufficient to avoid artifacts. On the other hand, us-
ing too many depth cameras severely increases lag, due to network bandwidth limi-
tations). While errors with AP were larger than the baseline condition, location er-
rors remained below 15cm across experiments, which shows that AP was successful
in conveying an approximate location, and much better than if we applied no limb
deformation, since people would be pointing at the opposite side of the workspace.
This is seemingly partially related to the fact that our warping of limbs remains faith-
ful to the real person anatomy, i.e. we chose not to stretch the participant’s limbs, so
that distortions were not perceived , a limitation of our approach. So, in cases peo-
ple are pointing to a location near the closest side of the workspace while standing
a bit far from it, our reshaping mechanism could not make the finger to touch the
corrected position, since the arm would not have enough length, making the person
only point at it from a distance. This naturally contributed for increased errors in
perception [61].

Among the current limitations of our experiment, we do not warp the remote per-
son’s gaze. Still, we argue that gaze promotes distal pointing and is thus inherently
ambiguous and imprecise. Furthermore,HMDs cover the face of participants. While
several approaches exist to remove HMDs and promote eye contact, this was not the
focus of the present research.
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8.6.2 Distances

Edward Hall’s Proxemics theory [56] can be used to classify the interpersonal spa-
tial relationships between both participants. Based on it, EdwardHall identifies four
categories of Proxemic distances, namely, intimate, personal, social and public, as de-
picted on the horizontal bars of Figure 8.11A. We omitted the public proxemic dis-
tance since it falls outside of the range of our virtual space around the virtual work-
bench. Given the high values for presence self reported by all participants, it is not
surprising that the distances assumed in the context of the virtual meeting, correlate
well with social ranges both in AP and F2F scenarios. However, for unrelated partici-
pants the distances informally forced by the S2S condition are seemingly uncomfort-
able, between the intimate and personal ranges. Unsurprisingly people adopted dif-
ferent distances re: F2F andAP feature seemingly greater (more comfortable) distance
between participants than S2S. We could observe from the behaviour evidenced by
participants that they would try to make as much distance as possible between them-
selves prior to undertaking the task proper. This is consistent with the reported sense
of presence, and makes their behaviour correspond to that predicted by proxemics.

8.6.3 Look Angle

Look Angle describes how the participants tilted their head to the workspace outer
normal. It is worst in S2S, since people need to turn their heads to look at each other.
Among the other two conditions, F2F led to larger head angles as compared to AP,
since people had to peek between buildings in our experimental setup. The lower
values typical of AP and F2F indicate that visual contact leads to more favorable in-
teractions between participants, allowing them to scan the 3D model without losing
visual contact, whereas in S2S, participants were ”forced” to shift their gaze sideways,
to look at the other party, making this situation less comfortable and distracting from
their focus on the shared 3D model.
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8.7 Conclusions

In virtual meetings, face-to-face formation improves collaboration in 2D task spaces
since it promotes the sense of co-presence and facilitates the awareness of other par-
ticipants and facilitates nonverbal communication. Furthermore, integrating person
space, task space, and reference space minimize the need for meeting participants
to constantly switch attention between other participants’ space and the workspace,
thus improving collaboration. However, 3D digital content in a shared virtual envi-
ronment may cause distractions that affect and impair workspace awareness. This
is because participants do not share the same forward-backwards orientation. Also,
occlusions can make it unclear where or what the remote person is pointing at. Ad-
ditionally, contrary points-of-view can result in different perceptions and induce se-
rious communication mishaps. We introduced Altered Presence, a design space for
mixed reality environments that enables people to engage in object-centered collabo-
ration in a shared workspace using an “above the table” metaphor. AP allows partic-
ipants to have the same POV/perspective of the workspace; And the remote partici-
pant’s virtual representation is subtly transformed so that gestures performed in the
remote workspace are virtually correct in the local workspace. Results from our user
study suggest that participants felt more comfortable with AP over both the baseline
and S2S conditions, even though artifacts in the tracking system led to higher but
manageable errors in deictic co-location.

8.8 Chapter Summary

In this chapter, we introduced Altered Presence, a novel approach to improve re-
mote collaboration in shared 3D workspaces by allowing participants to communi-
cate through nonverbal cues while sharing the same perspective, integrating task-,
person-, and reference-space seamlessly. Our approach enables face-to-face remote
collaboration by distorting the gestures of the remote participant’s avatar so that they
correctly apply to the local person’s reference space. Results from amixed-reality eval-
uation suggest that our approach is effective in enabling face-to-face collaboration,
and themanipulations were not noticeable, leading to improved awareness, presence,
and interactions between remote collaborators. In the next and final chapter, we con-
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cludewith the contributions of the research completed in this dissertation anddiscuss
future research opportunities.

140



9
Conclusions and Future Work

Full-body face-to-face telepresence promotes the sense of co-presence and
improves communication by permitting natural nonverbal cues such as gaze, body
posture, and gestures. These nonverbal communication devices impact, to a great
extent, collaboration over a virtual shared workspace, since people can use them to
demonstrate concepts and refer to positions or task-related artifacts. In remote face-
to-face collaboration requiring cooperative selection and manipulation of 3D virtual
objects, opposing points-of-view and objects occluding other workspace elements
hinders workspace awareness. As a result, previous face-to-face approaches focused
on 2D workspaces offer limited workspace awareness when extended to interactions
with 3D virtual objects. In this dissertation, we explored perception manipulation
to enable seamless face-to-face remote collaboration in 3D object-centered shared
workspaces.
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This chapter concludes the research presented in this dissertation. Accordingly, in
the next sections, we summarize the work conducted in this thesis, discuss its main
results, and present directions for future research.

9.1 Dissertaধon Overview

To accomplish the proposed goal of improving workspace awareness in face-to-face
remote collaboration, we employed a triangulation approach that takes in a theoreti-
cal, technological, and an experimental design perspective.

First, in Chapter 2, we began by surveying the related work on workspace aware-
ness and nonverbal communication in computer-supported collaborative work.
And, then continued reviewing previous literature regarding virtual representations
of remote people. A discussion of the state-of-the-art allowed us to identify trends
and open challenges that informed the theoretical foundations of our approach
presented in Chapter 3. Thus, concluding the first part of our research.

In the second part of this dissertation, we addressed the technological bases needed
todesign and evaluate our proposed approach. Therefore, inChapter 4, wepresented
the Creepy Tracker Toolkit as a rapid prototyping engine focused on enabling co-
located and remote user experiences. Then, in Chapter 5, we demonstrated the capa-
bilities of our toolkit in archetype interactive scenarios.

In the final part of this dissertation, we addressed the research developed to validate
our research statement from an experimental design perspective.

We started, in Chapter 6, by studying the impact of manipulating the observer’s
point-of-view, workspace, and embodiment on the ability for collaborators to be
aware of the activities occurring in a shared workspace. For this, we introduced the
Negative Space, a telepresence approach to evaluate instructor-assembler user trials,
where participants jointly collaborated in different workspace conditions. Results
showed having the same point-of-view is advantageous for people to maintain the
same perception of the workspace. However, these trials also revealed that people
have difficulty in accurately pinpoint the target of deictic gestures in mixed reality
settings.

Taking these previous results into account, we then focused on improving the per-
ception of deixis in mixed reality environments (Chapter 7). And we introduced
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Warping Deixॾ, an approach to rectify the pose of a pointing person tomatch theway
other observers usually perceive deictic gestures. We demonstrated the effectiveness
of this technique in an experimental evaluation by comparing our warping method
with normal pointing conditions. Results implied that this perceptionmanipulation
technique reduces the ambiguity of pointing gestures successfully.

Finally, inChapter 8, we presentedAltered Presence, an approach focused on allow-
ing remote participants to collaborate face-to-face while sharing the same perspective,
integrating task-, person-, and reference-space. We evaluated Altered Presence in a
mixed-reality environment, and results suggested that our approach is effective in en-
abling face-to-face collaboration. Also, body warping manipulations were not no-
ticeable. And overall, our approach can lead to improved awareness, presence, and
interactions between collaborators. This dissertation demonstrated how perception
manipulation could be used as a technique to reduce the ambiguity of nonverbal
communication and enable seamless face-to-face remote interactions in shared 3D
workspaces.

9.2 Addressing the Research Quesধons and Objecধves

As explained in the beginning of this dissertation in Chapter 1, the overall research
statement that was addressed is: “Perception manipulation can be used to increase
workspace awareness and improve face-to-face remote collaboration in shared 3D
workspacॽ.” Summarized, we divided this research statement in three research
questions:

Quesধon 1: Can two collaborators share the same perspecধve of a shared 3D workspace?

Quesধon 2: Can percepধon manipulaধons improve the understanding of nonverbal communica-
ধon?

Quesধon 3: Can two opposing collaborators share the same understanding of a 3D workspace?

Consequently, to address these questions, we devised a series of five research ob-
jectives to be accomplished in the scope of the research presented in this dissertation.
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Next, we describe the progress we have made towards validating our research state-
ment by reviewing the status of the proposed objectives and relating them with the
research questions.

Objecধve 1: We will define percepধon manipulaধons for face-to-face collaboraধon.

To achieve this goal, in Chapter 3, we began by providing a comprehensive re-
view of relevant literature on perception manipulation techniques for improv-
ing user experience in mixed-reality. We identified vital approaches to manip-
ulating the characteristics of virtual worlds and people’s virtual embodiments.
Based on this previous knowledge, we developed the theoretical foundations of
our approach. We determined that the integration of task-, person-, and refer-
ence space couldbe extended to 3Dobject-centered collaboration assuming that
people could correctly understand the reference space presented. As a conse-
quence, we identified perspective-sharing, workspace warping, and body warp-
ing as the atomic tools to shape how people perceive their environment with-
out breaking workspace awareness. The efforts to complete this goal shaped
our technological requirements and the experimental design. We consider this
objective accomplished.

Objecধve 2: Wewill design and implement rapid prototyping tools to make building remote inter-
acধons accessible.

We accomplished this goal in Part II of this dissertation. As described in Chap-
ter 4, we designed and implemented the Creepy Tracker Toolkit allowing the
rapid-prototyping of co-located and remote user experiences. Our toolkit en-
capsulates people’s full-body positional tracking data and point-cloud avatar-
based data into streams of high-level information. Thus, simplifying the de-
velopment efforts, as demonstrated by the sample usage scenarios presented
in Chapter 5. Furthermore, the Creepy Tracker employs multiple commodity
depth cameras to do away with equipping users with intrusive reflective mark-
ers and infrared trackers. A system performance evaluation showed that our
toolkit provides reliable tracking data despite being slightly less precise than
marker-based optical systems. And, the network distributed architecture al-
lows for deploying multiple tracker instances, making it easier for students and
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researchers to start prototyping new telepresence approaches. The easy access
to body tracking information and virtual avatars allowed us to develop the ap-
proaches meant to validate our research statement.

Objecধve 3: Wewill evaluate workspace awareness using variaধons of a shared workspace, indi-
vidual point-of-view, and remote person’s virtual representaধon.

To address this goal, Chapter 6 introduced Negative Space, a telepresence ap-
proach that creates a virtual 3D workspace between two physical spaces, where
interactions with 3D objects can occur. We developed this collaborative design
space to evaluate different combinations of embodiment, workspace, and
point-of-view manipulations. The aim was to identify the ideal conditions to
preserve the reference space between participants while promoting workspace
awareness. Therefore, the presented user evaluations were comprised of
instructor-assembler trials, where participants jointly solved a different puzzle
in all workspace conditions. Results suggest that the combination of sharing
the same point-of-view with mirroring the embodiment of remote people
may participants to use gestures naturally as a complement to clear verbal
instructions. However, these results showed that participants can successfully
collaborate in the Negative Space, and suggest that having the same point-of-
view is beneficial. And, thus, this objective was accomplished. Despite these
results, this completion of this objective was not sufficient to answerQuesধon 1
and Quesধon 2.

Objecধve 4: We will contribute body manipulaধon techniques to improve deicধc gestures.

In Chapter 7, we demonstratedWarping Deixॾ, a body warping technique to
improve how pointing gestures are interpreted in mixed-reality environments.
Warping Deixis allows for body warping adjustments to the avatar of a per-
son performing a pointing gesture to make distal referents more explicit and
more accessible to be identified by an observing collaborator. First, in this en-
closed body of research, we developed and evaluated the technology to redi-
rect arm poses that can be used not only in avatar-based embodiments but also
in high definition point-cloud mesh-based virtual representations. The psy-
chological fundamentals of how people perceive pointing gestures motivated
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our approach, which relies on a predictive Bayesian model to know where the
pointer’s arm should be to reduce errors in identifying the target. Indeed, re-
sults from a user evaluation showed that our body warping approach does re-
duce errors drastically when identifying targets. This result alonemakes us con-
sider this objective accomplished. Furthermore, evaluationparticipantswere un-
able to distinguish any implausiblemovements or actions from the personwho
was pointing. Warping Deixॾ partially addressed Quesধon 2 in the sense that
it only proves that perception manipulations are effective in improving distal
pointing gestures.

Objecধve 5: We will contribute percepধon manipulaধon techniques to improve close face-to-
face collaboraধon.

We addressed this final goal in Chapter 8, where we proposedAltered Presence,
our approach to improving face-to-face remote collaboration in mixed reality
shared 3D task spaces. Altered Presence focused on addressing the core research
problem of this dissertation by allowing participants to communicate through
nonverbal cues while sharing the same perspective, integrating task-, person-,
and reference-space in a seamless manner. Altered Presence contributes to im-
proving collaboration since both participants are always aware of the state of
the workspace while being able to communicate non verbally We refined the
approach presented in Chapter 7 to enable more complex body warping ma-
nipulations, namely a total reshapingofpeople’s upper limbs. Furthermore,Al-
tered Presence is a collaborative interactive space that distorts gestures to present
a corrected virtual representation of those gestures on the local participant ref-
erence space. We performed a user evaluation aimed at verifying whether peo-
ple could maintain a shared understanding of the workspace while interacting
in a face-to-face formation and sharing the same perspective of the workspace.
This evaluation also featured an investigation on co-presence and the ability of
participants to be aware of their counterparts’ personal space. Results suggest
that our approach is effective in dealing with workspace occlusions and signifi-
cantly contributed for participants to spend more time looking forward to the
task space and to their remote collaborator. And therefore improving close face-
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to-face collaborative interactions, which makes us consider this objective to be
accomplished.

In accomplishing these objectives, we achieved the path proposed in Chapter 1 to
prove our research statement.

The research developed in Objecধve 3 and 5 suggested not only that a shared per-
spective is natural and donot interferewith collaboration, but also is useful in guaran-
teeing that participants share the same understanding of the actions occurring in the
task space. Yet, sharing the same point-of-view alone is not a condition for the natu-
rality of the technique. It is the combination of the shared perspective with the other
participant’s actions corrected to the local reference space that makes our approach
not break the suspension of disbelief. Since people accept that there is nothingwrong
with what they perceive because everyone perceives the same thing. Therefore, this
dissertation is able to confirm Quesধon 1.

Both the Warping Deixॾ and the Altered Presence approaches exploit perception
manipulation techniques the understanding of nonverbal intentional communica-
tion devices, thus addressing Quesধon 2. As demonstrated in Chapter 7, Warping
Deixॾ significantly reduces distal pointing misunderstandings. And, correspond-
ingly, Altered Presence performs a reference space correction of proximal pointing
gestures. Altered Presence significantly contributed to people to face each other,
which, in combination with the reference space correction, enables participants al-
ways to be aware and understand each other’s gestures. Furthermore, the perception
manipulation techniques employed in theAltered Presence stops the occlusion prob-
lem introduced in Chapter 1 and are capable of supporting gestures communicating
spatial positions, thus answering Quesধon 3.

Finally, the final results suggest that using perception manipulations in a collabo-
rative 3D workspace environment is best since collaborators spent more time facing
each other when interacting in a shared workspace, while being able to communicate
freely using nonverbal cues. Therefore, we can prove our research statement.
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9.3 Future Work

This work focused on the study remote face-to-face collaboration in shared 3D
workspaces. While we succeeded in improving workspace awareness using percep-
tion manipulation techniques, we describe possible directions for future research
extending the work presented in this dissertation.

Exploraধon of Altered Presence design space: In this dissertation, we demon-
strated the benefits of collaborating face-to-face in a shared 3D ”above-the-table”
workspace. We focused onworkspace awareness and awareness of remote people’s ac-
tions and nonverbal cues while contributing a design space for remote collaboration.
In that matter, the contributions of this dissertation open different opportunities
for future research. Since the scope of our thesis focused on improving the exchange
of information between local and remote collaborators, studying selection and
manipulation techniques for design and review of 3D models combined with novel
turn-taking approaches could help improve remote collaboration in new exciting
ways. Furthermore, our research did not address group interactions because this
fell out of scope. Yet, it would be interesting to venture into group interactions
around shared 3D workspaces and study if perception manipulation techniques are
sufficient to deal with a mixture of local and remote people.

Improve body manipulaধons: Future work using better depth cameras will inves-
tigate whether deictic disparities can improve in the findings of this dissertation. A
promising direction is to study other forms of body warping, focusing on ensuring
that manipulated actions do not force people to convey different meanings than they
originally intended and further explore warping in real use case scenarios. Another
direction is looking at elastic exaggerated yet minimally perceptible distortions to as-
certain whether they have the potential to either improve or hinder collaboration.
The motivation is to find a balance between what is real and familiar, with what is
fabricated and overkill without breaking the suspension of disbelief. While histor-
ically virtual reality research has focused on faithfully reproducing reality, it is our
strong belief thatmanipulating perception both in subtle and not so subtle ways, can
be used to greater advantage in the future.
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Learning acধviধes supported by body warping: The body warping techniques
proposed in this dissertation can be extended for people to perceive their bodies per-
forming gestures our of their control inmixed-reality environments. Seeing our own
body performing complex tasks for the first time, could have the potential to reduce
the need for training and could promote walk-up use of sophisticated professional
machinery. The body warping techniques proposed in this dissertation can be ex-
tended for people to perceive their bodies performing gestures our of their control in
mixed-reality environments. Seeing our own body performing complex tasks for the
first time, has the potential to reduce the feed for training and could promote walk-
up use of sophisticated professional machinery. These body manipulations could
be automatic or controlled by a remote expert. Hence, a future research direction is
studying the impact on learning fromobserving instructional actions in a first-person
point-of-view rather than observing others. As mixed-reality technologies become
ubiquitous in the workplace, we envision future scenarios where instead of extensive
training, people may learn job-specific tasks by observing themselves doing it. Fur-
thermore, it would be interesting to study how people perceive agency (”who did
what”) in such scenarios.

9.4 Final Remarks

In conclusion, we have accomplished our research goals and validated our thesis. We
have shown that perceptionmanipulation techniques can successfully guaranteemu-
tual perceptionwhen remote people collaborate face-to-face in shared 3Dworkspaces.

We have an optimistic expectation that our insights can help researchers and de-
signers to create better remote presence interactions. With this work, we not only
contributed technology to ease the development of remote experiences but also re-
vealed the notion that interactive telepresence systems do not need to solely focus on
communicating what is real when transferring nonverbal communication. Instead,
telepresence approaches can deliver altered and improved versions of nonverbal cues,
but so that the message to be transmitted continues to remain genuine.
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A.1 Elements of Workspace Awareness

Table A.1: Elements of workspace awareness relaধng to the present (Gutwin and Greenberg [54]).

Category Element Specific questions
Who Presence Is anyone in the workspace?

Identity Who is participating? Who is that?
Authorship Who is doing that?

What Action What are they doing?
Intention What goal is that action part of?
Artifact What object are they working on?

Where Location Where are they working?
Gaze Were are they looking?
View Where can they see?
Reach Where can they reach?

Table A.2: Elements of workspace awareness relaধng to the past (Gutwin and Greenberg [54]).

Category Element Specific questions
How Action history How did that operation happen?

Identity history How did this artifact come to be in this state?

When Event history When did that event happen?

Who (past) Presence history Who was here, and when?

Where (past) Location history Where has a person been?

What (past) Action history What has a person been doing?
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A.2 Exploratory Work

In this dissertation, we also conducted work focused on topics verging the thesis criti-
cal path. The respective research contributed with valuable knowledge and expertise,
both with tracking people’s body movements and working in a virtual workspace.
Below we present two exploratory works related to this dissertation , as well as the
scientific publications they originated.

A.2.1 Augmented Reality for Rehabilitaࣅon using Realࣅme Feedback

In this exploratory work, we presented an intelligent user interface that allows peo-
ple to perform rehabilitation exercises by themselves under the offline supervision of
a therapist. For this, we proposed SleeveAR, a novel approach that enhances patient
awareness to guide them during rehabilitation exercises. SleeveAR aims at provid-
ing the means for patients to precisely replicate these exercises, especially prescribed
for them by a knowledgeable health professional, as demonstrated in Video Figure 4.
Since the rehabilitationprocess (FigureA.1) relies on repetition of exercises during the
physiotherapy sessions, our approach contributes to the correct performance of the
therapeutic exercises while offering reports on the patient’s progress. Furthermore,
without rendering the role of the therapist obsolete, our approach builds on the no-
tion that with proper guidance, patients can autonomously execute rehabilitation
exercises.

With SleeveAR, patients are able to formally assess feedback combinations suitable
for movement guidance while solving some of the perception problems. SleeveAR
also applies projection-based visual feedback both on the user’s body (arm and fore-
arm) and on his surrounding floor. The ground projection shows the movements in

Video Figure 4. SleeveAR overview.
http://web.ist.utl.pt/~antonio.sousa/videos/
sousa2016-acmiui-sleevear.mp4
(File size: 15.8 MB)
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A B

C D

Figure A.1: SleeveAR addresses new acধve projecধon-based strategies for providing user feedback during
rehabilitaধon exercises. A) Iniধal posiধon. B) Mid-performance. C) Sleeve Feedback. D) Progress report.

all axes and allows the sleeve projection to continue in the patient’s peripheral field of
view.

Empirical evaluation showed the effectiveness of our approach as compared to tra-
ditional video-based feedback. Our experimental results showed that SleeveAR can
successfully guide subjects through an exercise prescribed (and demonstrated) by a
physical therapist, with performance improvements between consecutive executions,
a desirable goal to successful rehabilitation.

Corresponding Publicaࣅon
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User Interfaces (IUI ’16). ACM, New York, NY, USA, 175-185. DOI: https:
//doi.org/10.1145/2856767.2856773

A.2.2 Virtual Reality for Radiologists in the Reading Room

We first tackled interaction with 3D virtual data in a real work healthcare scenario.
The main focus of this iteration is on how to interact with a workspace designed to
house 3D virtual content. Therefore, we purposely decided to circumvent remote
collaboration at this stage and contribute first contribute a novel, cost-effective, and
portable method to study medical images. Reading room conditions such as illumi-
nation, ambient light, human factors, and display luminance, play an essential role
in how radiologists analyze and interpret images. Indeed, severe diagnostic errors can
appear when observing images through everyday monitors. Typically, these occur
whenever professionals are ill-positioned with respect to the display or visualize im-
ages under improper light and luminance conditions. In this work, we show that vir-
tual reality can assist radiodiagnostics by considerably diminishing or cancel out the
effects of unsuitable ambient conditions. Our approach combines immersive head-
mounted displays with interactive surfaces to support professional radiologists in an-
alyzing medical images and formulating diagnostics, as depicted in Figure A.2. We
evaluated our prototypewith two seniormedical doctors and four seasoned radiology
fellows. Our evaluationwith experts suggests thatVirtualReality is a viable approach
to overcome existing ergonomic, ambient, and illumination conditions. While inter-
acting with the desk surface helps to promote its adoption by medical professionals.
Additionally, participants were able to identify organs, and all participants correctly
identified fractures and the prosthesis, even though none were prompted to do so.

Video Figure 5. VRRRRoom Overview.
http://web.ist.utl.pt/~antonio.sousa/videos/
sousa2017-acmchi-video-figure.mp4
(File size: 20.6 MB)
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Figure A.2: A) A typical radiology reading room; B) Our VRRRRoom approach combining virtual reality and
desktop touch interacধons.

VRRRRoom disregards self-representation because we relied on touch input,
providing with somesthesis [122] feedback about the movement and position of
his hands. Yet, when in remote collaboration, being able to observe other people’s
full-body representation is essential to convey deictics and other nonverbal cues.

Corresponding Publicaࣅon
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